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IBM Power Virtual Server

From the AS/400 and RS/6000 models in the 1990s to the POWER10 processor-base
systems released in late 2021, IBM Power servers are the first choice for many companies
with high-risk environments that need low-risk infrastructure. Most of the Fortune 100
companies have Power servers running their most mission-critical workloads. IBM Power
Virtual Servers continue this tradition.

Until now, moving your Power server workloads to the cloud was an impractical, ideal
solution. The chance to have your IBM i, AlX, or Linux on Power on a public or hybrid Cloud
might have seemed difficult and costly. However, these challenges can now be addressed
with the Power Virtual Server offering.

This chapter introduces and presents the conceptual foundations of the Power Virtual Server
service:

» 1.1, “Overview” on page 2.

» 1.2, “Key concepts and features for Power Virtual Server” on page 5.
» 1.3, “Creating a Power Virtual Server” on page 19

» 1.4, “Power Virtual Server service” on page 22.

» 1.5, “Power Virtual Server instance” on page 25.

© Copyright IBM Corp. 2023. 1



1.1 Overview

The IBM Power Virtual Server is an IBM Power service offering that is hosted by IBM data
centers. It delivers enterprise-class compute with the flexibility of hybrid cloud deployment.
You can use the Power Virtual Servers to deploy a virtual server (also known as a logical
partition (LPAR) or a virtual machine (VM), in a matter of minutes. As a result, IBM Power
clients, who typically rely upon on-premises-only infrastructure, can now quickly and
economically extend their Power IT resources off-premises.

Power servers can be isolated from other servers by using separate networks and
direct-attached storage in the data centers. The internal networks are fenced but can be
connected to IBM Cloud infrastructure or on-premises environments. This infrastructure
design enables essential enterprise software certification and support as the Power Virtual
Server architecture is identical to certified on-premises infrastructure.

Power customers who are interested in modernization can benefit from deploying the
workloads to Power Virtual Server instead of moving their applications to a new platform that
can be expensive and high risk. You can access many enterprise services from IBM with
pay-as-you-use billing with which you can quickly scale up and out. IBM Power Virtual Server
enables clients to take full advantage of this trend with the ability to provision AlX, IBM i, or
Linux instances connected to the cloud.

1.1.1 Power Virtual Server overview

2

Power Virtual Servers deliver flexible compute capacity for IBM Power workloads. Integrated
with the IBM Cloud platform for on-demand provisioning, this offering provides a secure and
scalable server virtualization environment that is built upon the advanced Reliability,
Availability, and Scalability (RAS) features and leading performance of the Power platform.

Power Virtual Server is an Infrastructure as a Service (laaS) offering that enables
Power customers to extend their on-premises environments to the IBM Cloud.

Power Virtual Servers are colocated with IBM Cloud. Therefore, Power Virtual Servers have
separate networking hardware and direct-attached storage systems but come with
connectivity options to allow Power Virtual Server instances to integrate with IBM Cloud
services. This enables Power Virtual Server instances to maintain key enterprise software
certification and support as the Power Virtual Server architecture is identical to certified
on-premises infrastructure. The virtual servers, also known as logical partitions (LPAR), run
on Power hardware with the IBM PowerVM hypervisor.

IBM Power Systems Virtual Server Guide for IBM AlX and Linux



With the Power Virtual Server, you can quickly create and deploy one or more virtual servers
that are running either the AIX, IBM i, or Linux operating systems. After you provision the
Power Virtual Server, you can access infrastructure and physical computing resources
without the need to manage or operate them. However, you must manage the operating
system and the software applications and data. Figure 1-1 represents a responsibility
assignment (RACI) matrix for Power Virtual Server.

Rewdr Systoms Platform as a Service Software as a Service

On-Premises Virtual Servers
Applications Applications Applications Applications
Data Data Data Data
Runtime Runtime Runtime Runtime
Middleware Middleware Middleware Middleware
Operating system Operating system Operating system Operating system

Virtualization Virtualization Virtualization Virtualization

Servers Servers Servers
Storage Storage Storage Storage
Networking Networking Networking Networking

. Client manages . IBM manages

Figure 1-1 RACI Matrix Power Virtual Servers

1.1.2 IBM Power Virtual Server key concepts

For organizations that want to extend their IBM Power workloads to the IBM Cloud, Power
Virtual Server offers a straightforward path to implementing a hybrid cloud. However, before
they commit to the service, organizations should understand how Power Virtual Server works
and what it can provide.

No single solution exists for all organizations that plan to use the cloud. All solutions have cost
and benefits to consider.

In this section, we present some of the key concepts for the Power Virtual Server.
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1.1.3 Comparing Power Virtual Server workspace to Power Virtual Server

instance

Before you create a virtual server, you must understand the difference in terminology between
a Power Virtual Server workspace and a Power Virtual Server instance. You can think of the
Power Virtual Server workspace as a container for all Power Virtual Server instances at a

specific geographic region. A Power Virtual Server instance is a virtual server, also known as
a logical partition (LPAR). A workspace can contain multiple Power Virtual Server instances.

You cannot create a workspace across multiple geographic regions. If you need instances in
two different geographic regions, then create two workspaces.

You can have multiple workspaces in the same geographic region. For example, you can have
a workspace for development and test environments and a workspace for the production
environment.

Note: For a complete list of supported data centers, see Creating a Power Systems Virtual
Server workspace.

1.1.4 Potential consumers

4

The potential consumers of the Power Virtual Server service offering are the IT
administrators, managed service providers (MSPs), cloud service providers (CSPs),
independent software vendors (ISVs), and application developers.

IT administrators

IT administrators manage infrastructure technology and are interested in migrating to the
cloud to increase the time-for-value of their Power workloads, shift capital expense to
operating expense, and improve business resilience and scalability. When clients move to a
hybrid cloud model, they can manage a truly hybrid environment with flexible burst
environments for spikes in usage, development and test environments, and production
workloads.

MSPs and CSPs

Service providers are interested in expanding the level of service that they can offer their
clients. Many MSPs have client workloads running on Power, and they can provide additional
services around the cloud.

Independent software vendors (ISVs)

Companies that sell software as a service can take this capability to deploy infrastructure to
host their software on the cloud for client basis.

Application developers

Companies with Power servers have subject matter experts in AlX, IBM i, and Linux
development. They want to continue developing mission-critical applications and then deploy
on-premises.

IBM Power Systems Virtual Server Guide for IBM AlX and Linux
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1.2 Key concepts and features for Power Virtual Server

Key concepts include options for Power servers, storage, networks, operating systems,
snapshots, and disaster recovery.

1.2.1 Compute

The following IBM Power servers can host Power Virtual Server instances:

» |BM Power System E980 (9080-M9S).
» |BM Power System S922 (9009-22A/9009-22G).

Note: There is a core-to-vCPU ratio of 1:1. For shared processors, fractions of cores round
up to the nearest whole number. For example, 1.25 cores equal 2 vCPUs. For more
information about processor types, see What's the difference between capped and
uncapped shared processor performance? How do they compare to dedicated processor
performance? If the machine type is S922 and the operating system is IBM i, IBM i
supports a maximum of 4 cores per VM.

1.2.2 Server placement groups

Server placement groups provide you control over the host or server on which a new virtual
machine (VM) is placed. By using server placement groups, you can build high availability
within a data center.

You can apply an affinity or anti-affinity policy to each VM instance within a server
placement group:

affinity policy All VMs in that placement group are started on the same server.
anti-affinity policy  All VMs in that placement group are started on different servers.

1.2.3 VM pinning

The options to pin a VM to the host where it is running are none (default), soft or hard:

» If the pin is not set or set to none, then the VM is automatically migrated or remote
restarted during maintenance windows or a host failure.

» When you soft pin a VM, Power Virtual Server automatically migrates the VM back to the
original host after the host is back to its operating state.

» If the VM has a licensing restriction for the host, then the hard pin option restricts any VM
movement during maintenance windows or a host failure. Hard pin VMs are stopped if the
frame is down.
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1.2.4 Shared processor pool

A shared processor pool (SPP) is a pool of processor capacity that is shared between a group
of virtual server instances. Unlike a virtual server instance that has a dedicated and defined
maximum amount of processing capacity, you can set the number of reserved cores in SPPs
that are available at the pool level.

Some benefits of using an SPP

An SPP Provides control over licensing costs by limiting the number of processors an
uncapped partition can use, which reduces the number of software licenses.

An SPP provides a better overall ability to reserve and manage processor resources.

SPP and Power Virtual Server

The Power Virtual Server always has at least one defined SPP as the default pool. You can
add up to 63 more SPPs to a single Power Virtual Server workspace. The SPP is used and
shared by a set of virtual server instances of the same machine type (host).

You can specify the host affinity and anti-affinity between two or more SPPs with shared
processor pool placement groups. For more information, see Configuring shared processor
pool placement group.

1.2.5 Storage

6

IBM Power Virtual Servers have separate direct-attached NVMe-based flash systems:
» Flash storage from IBM Storage FlashSystem 9x00 devices

» 16 and 32 Gb SAN infrastructure

Each IBM FlashSystem® represents a Power Virtual Server Storage pool.

Each Power Virtual Server Instance is configured with four Virtual Fibre Channel adapters:
two are mapped to Virtual Fibre Channel adapters on one VIOS, and the other two are
mapped to Virtual Fibre Channel adapters on the other VIOS.
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Figure 1-2 shows an example with two instances (VMs) with dual Virtual I/0 Server.

/ PowerVM Server \
VM2

Mulﬂpath

Fabrch(Red)

5 5

—-— _ -_— _

— —’
Storage Pool 1 Storage Pool 2

Figure 1-2 Storage definition on Power Virtual Servers

1.2.6 Storage Tiers

For each Power Virtual Server Instance, you must select a storage tier: Tier 1 or Tier 3. A
storage tier for a Power Virtual Server is defined by the number of I/O operations per second
(IOPS). Therefore, the performance of a storage volume is limited to the maximum number of
IOPS based on volume size and storage tier:

» Tier 3 storage is currently set to 3 IOPS/GB.
» Tier 1 storage is currently set to 10 IOPS/GB.

For example, a 100 GB Tier 3 volume can process up to 300 IOPs, and a 100 GB Tier 1
volume can process up to 1000 IOPS.

After the IOPS limit is reached for the storage volume, the I/O latency increases.

Note: Tier 3 storage tier is not suitable for production workloads. When you are choosing a
storage tier, ensure that you consider not just the average 1/O load, but, more importantly,
the peak IOPS of your storage workload.
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1.2.7 Storage pools

You can now attach storage volumes to a VM instance from storage tiers and pools that are
different than the storage pool used by the VM instance's boot volume. To accomplish this,

you must modify the VM instance and set the storagePoolAffinity property to false. The VM
instance storagePoolAffinity property is set to true by default.

Storage pools include the following options:
Affinity

Use this option to select an existing VM instance or an existing volume as the affinity
object. The new volume is created in the same storage pool where the affinity object
resides. If you are using a VM instance as an affinity object, the storage pool that is
selected is based on the VM instance's root (boot) volume.

Anti-affinity

Use this option to specify one or more existing VM instances or one or more volumes as
the anti-affinity objects. The new volume is created in a different storage pool than the
storage pool where one or more anti-affinity objects reside.

Auto-select pool

Use this option to allow the system to automatically select a storage pool that has
sufficient capacity for the specified storage tier.

Note: For Snapshots, cloning and restoring all volumes must be from the same storage
pool. If anti-affinity is enabled, the cloning and restoring will not work.

The use of volume affinity policy (affinity or anti-affinity) requires the availability of multiple
storage pools. You might experience the following errors when you use a volume affinity
policy:

» If an additional storage provider is not available to fulfill the requested policy, you might
receive an error that indicates the inability to locate a storage provider to create a volume
by using the requested volume affinity policy.

» If additional storage providers exist but the storage providers do not have sufficient space
to fulfill the requested policy, you might receive an error that indicates the inability to locate
a storage provider with enough available capacity to satisfy the requested volume size.

1.2.8 Snapshots, cloning, and restoring

8

The Power Virtual Server provides the capability to capture full, point-in-time copies of entire
logical volumes or data sets. Using IBM FlashCopy feature, you can use the Power Virtual
Server API to create delta snapshots, create volume clones, and restore your disks.

Taking a snapshot

By using the snapshot interface, you can create a relationship between your source disks and
target disks at time T1. Target disks are created as part of the snapshot API. The snapshot
API tracks the delta changes done to the source disk beyond time T1. This enables the user
to restore the source disks to their T1 state at a later point in time.

Several use cases exist for the snapshot feature. For example, an administrator plans to
upgrade the middleware on their system but wants to be able to revert to its original state
before they proceed with an upgrade. If the middleware fails, the administrator can restore the
source disk to its previous state.
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When you take a snapshot, consider the following best practices:

» Before you take a snapshot, ensure that all of the data is flushed to the disk. If you take a
snapshot on a running virtual machine (VM) and did not flush the file system, you might
lose some content that is residing in memory.

» It is recommended that you quiesce all of the applications on the snapshot volume.

When you take a snapshot, consider the following restrictions and considerations:

» Parallel VM snapshot operations from different VM nodes for the same shared volume are
not allowed.

» You cannot restore a VM if you are taking a snapshot while clone (full-copy) FlashCopy
operations are running in the background. The FlashCopy operations must first complete.

» Some of the attributes of source disks cannot be changed while the disks are in a
snapshot relationship. For example, you cannot resize the source disks when snapshot
relationships are defined for those disks.

» Volumes that are in a snapshot relationship cannot be detached from the VM.

Cloning a volume

The clone operation creates a full copy of the volume. You can select multiple volumes and
initiate a group clone operation. When multiple volumes are selected, the clone operation
ensures that a consistent data copy is created.

The clone operation continues to copy data from the source disks to target disks in the
background. The amount of time to complete the clone operation depends on the size of the
source disks and the amount of data to be copied.

When the clone operation is performed on a volume that is in use, the Power Virtual Server
creates a consistent group snapshot and re-creates the copy of the cloned volume by using
the group snapshot.

It is a best practice to quiesce all of the applications on the volume that you want to clone.

Note: You cannot modify the source or target disk attributes, such as disk size, while the
clone operation is in progress.

Restoring a snapshot

The restore operation restores all of the volumes that are part of a VM snapshot back to the
source disks. While it restores the VM, the Power Virtual Server creates a backup snapshot,
which can be used if the restore operation fails. If the restore operation succeeds, the backup
snapshots are deleted. If the restore operation fails, you can use the restore_fail_action
query parameter with a value of retry to retry the restore operation. To roll back a previous
disk state, you can pass in the restore_fail_action query parameter with a value of
rollback. When the restore operation fails, the VM enters an error state.

Best practices during a restore

During the restore operation, it is critical that your source disks be quiesced. Your source
disks cannot be in use. Shut down all of your applications, including file systems and volume
managers. If you are running an AIX VM, ensure that the disks are freed from the LVM by
varying it off.
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If you plan to restore the boot disks, your VM must be shut down. If the VM has volumes that
are hosting external database applications, quiesce all of your applications and ensure that
there are no active I/O transactions on the disk. Failure to do so can lead to data corruption
and put the VM in maintenance mode.

Restrictions and considerations

If the restore operation fails, contact your storage support administrator. A failed restore
operation can leave behind incomplete states, which might require cleanup by an
IBM operation's team.

If you choose to restore a shared volume on one VM, you cannot perform the snapshot,
restore, clone, or capture operations on the other VMs that are using the shared volume while
the restore operation is running.

1.2.9 Power Virtual Servers network

10

IBM Power Virtual Servers have separate networkin hardware:

Cisco Nexus9000 N9K-C9364C (Spine 10 G)
Cisco Nexus9000 9348GC-FXP (Leaf 1 G)
Cisco Nexus9000 93180YC-FX (Leaf 25 G)
Cisco UCS - APIC controller

Cisco ASR1001-HX Routers

Avocent ACS8032DAC-400

vVvyYvyvyYYyvyy

Power Virtual Server networking environment
When you create a Power Virtual Server, you can select a private or public network interface.

Selecting a public network interface includes certain benefits:
» Easier and quicker method to connect to a Power Virtual Server instance.

» IBM configures the network environment to enable a secure public network connection
from the internet to the Power Virtual Server instance.

» Connectivity is implemented by using an IBM Cloud Virtual Router Appliance and a Direct
Link Connect connection.

» Firewall protection with support of the following secure network protocols:
- SSH
— HTTPS

Ping

IBM i 5250 terminal emulation with SSL (port 992)

Selecting a private network interface includes certain benefits:

» Your Power Virtual Server instance can access existing IBM Cloud resources, such as IBM
Cloud Bare Metal Servers, Kubernetes containers, and Cloud Object Storage.

» Uses a Direct Link Connect connection to connect to your IBM Cloud account network and
resources.

» Required for communication between different Power Virtual Server instances.
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Power Virtual Server network architectures consist of one or more of the following networks:
» IBM Cloud infrastructure networks

Although Classic, Virtual Private Cloud (VPC), and Power servers infrastructure network
environments offer different features and are managed separately, they can be connected
to each other to provide layer-3 IPv4 traffic flow:

Classic Classic network resources include VLANSs, subnets, and SSL
Virtual Private Network (VPN) access. Bring your own IP (BYOIP)
is not supported.

VPC VPC network resources include subnets, floating IPs, security
groups, and VPN gateways. Bring Your Own IP (BYOIP) is
supported.

Power servers Power servers network resources include subnets. BYOIP is
supported.

» Overlay networks

Overlay networks exist in the IBM Cloud VMware Shared and VMware Dedicated
offerings. While technically hosted in the IBM Cloud classic infrastructure environment,
these networks are implemented in VMware NSX and under your direct control, including
the IP addressing schema. BYOIP is supported. Therefore, overlay networks cannot be
routed by the IBM Cloud infrastructure networks; access is through tunnels.

» External networks:
— Internet

Access the internet through resources that are hosted in the three infrastructure
environments.

— Remote

Connect remote networks to your IBM Cloud networks. You can use the following
services to connect to a remote network:

Internet VPN

Uses the public internet to connect remote networks and their IBM Cloud networks
through a VPN. The VPN is terminated on gateway devices or a service within IBM
Cloud.

Direct LInk

Direct Link is a suite of offerings that enable the creation of direct, private
connections between your remote, on-premises network and IBM Cloud, without
traversing the public internet. For more information, see Getting started with IBM
Cloud Direct Link.
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Topologies and use cases

Examples of topologies and use cases are described in Table 1-1.

Table 1-1 Examples use cases of deployment topologies

Topology

Use cases

Connecting Power Virtual Server to IBM
Cloud classic infrastructure by using IBM
Cloud Direct Link (2.0)

Use IBM Cloud classic x86 resources to create tiered
applications across different hardware platforms, such
as, x86 application servers and Power database servers.
Build a backup and restore environment based on IBM_
Spectrum® Protect Cloud Blueprints for both IBM
Spectrum Protect and IBM Spectrum Protect Plus
topologies. For more information, see AlX Backups with
IBM Power Virtual Server.

Connecting Power Virtual Server to the
IBM Cloud VPC infrastructure
environment by using Direct Link (2.0)
Connect

Atypical use case for this topology is to use IBM Cloud
VPC x86 resources to create tiered applications across
different hardware platforms, that is, x86 application
servers and Power database servers.

Connecting Power Virtual Server to
on-premises network by using Megaport
or Direct Link (2.0) Connect

A typical use case for this topology is that you require
access to a Power Virtual Server from your external
networks. This topology uses Megaport services or
Direct Link (2.0) Connect

Connecting two Power Virtual Server
environments

This topology connects two or more Power virtual server
environments together by using Megaport services or
Direct Link (2.0) Connect. Connecting two or more
environments together enables use cases, such as
disaster recovery.

Connecting Power Virtual Server to an
on-premises network through the IBM
Cloud classic infrastructure by using
private SSL connection and a jump
server

This is a specific use case for connecting to the classic
environment so that the SSL VPN connection can be
used to access your Power Virtual Server for operations
and administration tasks.

Connecting Power Virtual Server to an
on-premises network through the IBM
Cloud classic infrastructure by using an
internet IPsec VPN connection

This use case describes how to connect to the classic
environment so that an IPsec VPN connection can be
used to access your classic and Power Virtual Server.
Typically, this network architecture is used for small
production environments or for proof-of-concept,
development, and test purposes.

Connecting Power Virtual Server to an
on-premises network through an IBM
Cloud classic infrastructure by using a

private Direct Link

A Direct Link enables your remote networks to connect to
IBM Cloud over a private connection that does not use
public networks

Note: For more information, see Network architecture diagrams.

1.2.10 Images

Power Virtual Server provides AlX, IBM i, and Linux operating system images, or you can
provide your own customized operating system (OS) image in OVA format.

The versions of AlX, IBM i, and Linux operating systems that are supported by Power Virtual
Server are described in the following list:
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» AIX 7.1, or later.

» IBMi 7.1, or later. Clients running IBM i 6.1 must first upgrade the OS to a supported level
before migrating to the Power Virtual Server.

» Power Virtual Server supports the following ppc64le Linux distributions:

— SUSE Linux Enterprise 12 and 15
— Red Hat Enterprise Linux 8.1, 8.2, 8.3, 8.4, and 8.6

Note: If you use an unsupported version, you might experience outages during planned
maintenance windows with no advanced notification given.

Provided operating system images
The provided version levels of the operating system image files are subject to change:

» Power Virtual Server typically provides image files for the last three major versions of a
supported OS. Any update to the OS image is planned only when the operating system
level is certified for IBM PowerVM® environment.

» Any unsupported and older images are periodically removed from the offering. You will be
notified three weeks before the images are removed.

» VMs deployed by using IBM provided image files that are being removed can continue to
operate without any issues. It is recommended to follow operating system vendor’'s
guidelines to update the OS as needed.

A full Linux subscription provides Red Hat Enterprise Linux and SUSE Linux Enterprise
Server image files that can be used for SAP and non-SAP applications. Power Virtual Server
instances do not have direct access to the IBM Cloud Satellite™ server and require a proxy
server. See Full Linux subscription for Power Systems Virtual Servers for more details.
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Bring your own image

You can bring your own customized IBM AlX, IBM i, or Linux operating system (OS) image to
deploy within a Power Virtual Server.

Before you use a custom image as the boot volume, review the following information:

» Understand the basic concepts of IBM Cloud Object Storage. For more information, see
Getting started with IBM Cloud Object Storage.

» If you do not have an existing image, you can use IBM Power Virtualization Center
(PowerVC) to capture and export an image for use with a Power Virtual Server. For more
information, see Capturing a virtual machine and Exporting images.

To capture and export an image by using PowerVC, the PowerVC private environment
must contain N_Port ID Virtualization (NPIV) data volumes. Power Virtual Server does not
support captured images from environment with shared storage pools vSCSI data
volumes.

» Alternatively, if you already deployed a virtual server instance, you can capture it and
redeploy a new virtual server instance.

For more information about migrating your workloads to Power Virtual Server, see Importing
images and Deploying a custom image within a Power Systems Virtual Server.

1.2.11 High availability and disaster recovery options

14

Typically, organizations review their IT services in terms of a recovery time objective (RTO) a
recovery point objective (RPO). RTO is the time until the service resumes. RPO is the
acceptable amount of lost data, which is measured as a period of time. See Figure 1-3.
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Figure 1-3 RPO and RTO Diagram
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The RTO is the amount of time an application can be down without causing substantial
business damage and the time it takes for the system to recover from a loss.

The RPO is the specified amount of time allowed since the last save of the data before a
failure occurs.

Both high availability (HA) and disaster recovery (DR) are essential for business continuity.
HA addresses local (single cloud region) outages that are planned and unplanned that have
the following characteristics:

» Planned outage management, software, and hardware
» Unplanned outage management, hardware failure for example
» Can provide an RPO of zero

DR addresses the loss of sites:

» Catastrophic events that cause the cloud region to become unavailable

» Advanced configurations that involve continuous data replication that provides a zero or
near-zero RPO

» Less advanced options that involve saving point in time copies to provide an RPO equal to
the time since the last save operation

When you design architecture for a cloud service, consider your availability requirements and
how to respond to potential interruptions in the service. To be successful, you cannot assume
that the Power Virtual Server instance is always there or is always working the way that you
expect.

The Power Virtual Server provides multiple solutions to support business continuity plans as
shown in Figure 1-4.

17 PowerVs HA/DR —l
PowerVS Remote Global Replication Backup and
Restart HA Clusters Service Restore
Description Power/'S remotely 0S clustering, one Global Mirror No Cluster, restore
restart VMs from a OS in the cluster Change Volume as the VM in case a
failed host (source has access to the storage technology critical failure occurs.
host) to another host  data, multiple active that provides
(destination host). OS instances on all asynchronous
nodes in the cluster.  replication, and
Application is advance network
restarted on a configuration for fast
secondary node data transfer.
upon outage event.
Outage Types Hardware planed Hardware/Software Hardware planed Hardware unplaned
and unplaned planed and unplaned  and unplaned
Responsibility PowerV/S Customer Customer Customer
RTO Fast Enough Fast (minutes) Fast Enough
(Minutes/hours) (Minutes/hours)
0S8 Integration 0OS agnostic Inside of OS 0S agnostic 0OS agnostic
Resources/Licenses N +0 N+N N+ N N+0

Figure 1-4 Power Virtual Server HA and DR business continuity plan
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Power Virtual Server remote restart

The Power Virtual Server restarts the VMs on a different host system if a hardware failure
occurs. This process provides basic HA capabilities if there is a Power servers failure.

Consider the following restrictions and considerations regarding remote start:

» When the hard pin option is sent, VMs cannot be started on a different host.
» The remote restart does not protect your VMs if there is storage hardware failure.

HA clusters

HA clusters are groups of two or more computers and resources, such as disks and networks
that are connected and configured, so if one fails, an HA manager, such as IBM PowerHA or
Pacemaker, performs a failover. The failover transfers the state data of applications from the
failing computer to another computer in the cluster and reinitiates the applications there. This
process provides high availability of services running within the HA cluster.

Consider the following restrictions and considerations for HA clusters:

» You can use a monthly subscription model when you purchase PowerHA SystemMirror for
AIX Standard Edition. For more information, see IBM PowerHA SystemMirror Standard
Edition V7 offers new monthly pricing options.

» By using the Power Virtual Server, you do not have access to the HMC, VIOS, and the
host system. Therefore, any PowerHA functions that require access to these capabilities,
such as Resource Optimized High Availability (ROHA) and Active Node Halt Policy
(ANHP), are not available.

» Itis a best practice to use server placement groups with anti-affinity policy to make sure
the VMs can run on different systems.

» Itis a best practice to use the storage pool anti-affinity policy to make sure that you have
disks from different controllers, and if possible, to create mirror VGs.

Global Replication Service

Disasters are unplanned events that can cause severe damage, incur a loss to a business,
and affect all organizations. Because most workloads run on a cloud infrastructure, it is
essential to have robust and resilient cloud infrastructure that is prepared to handle these
catastrophic hits and have minimal impact on business.

The IBM Power Virtual Server provides a set of APIs that can enable a disaster recovery (DR)
solution for your virtual server instances. IBM Cloud infrastructure internally uses Global
Mirror Change Volume (GMCV) as storage technology that provides asynchronous replication
and advance network configuration for fast data transfer.

Global Replication Service (GRS) service is used to create and manage replicated resources
that include the following items:

v

Volume lifecycle operations support on replicated volumes

APIs to manage volume groups through create, update, delete, start, and stop operations
Virtual server instance lifecycle operations by using replicated volumes

Onboard auxiliary volume on secondary site for volume recovery

vyvvyy

Note: You can use the GRS location APIs to determine the locations that support storage
replication and their mapped location. For more information, see Region and data center

locations for resource deployment.
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The following list describes some best practices and information for GRS:

» Set the bootable flag explicitly on onboarded volumes, if required.

» Start the onboarding of auxiliary volumes only when the master volumes and volume
group are in consistent copying state.

» When you add or remove a master or auxiliary volume from a volume group at one site,
perform the same operation from the other site to keep the data in sync.

» If you delete a secondary volume but not the primary volume, then you are still charged for
a replicated volume until you delete the primary volume.

» Use primary sites for all the volume operations and perform operations on the auxiliary
volume on the secondary site only during failover.

There are some limitations of GRS:

» You cannot perform a snapshot restore operation in auxiliary volumes.

» The volume-group update operation can fail upon a mismatch in volume-group and
volume replication states. If the volume group is in an error state, you can use the
volume-group action API to reset the volume group status for availability.

» When you delete a volume from a site, the replicated volume that is managed on its
corresponding remote site moves to error state in an interval of 24 hours.

» When the volume is resized from a site, the replicated-enabled volume on its
corresponding remote site is also resized after an interval of 24 hours.

» When you perform any operation on a volume that is deleted, it fails.

Business Continuity through backup and restore

Your Power Virtual Server configuration and data are not backed up automatically. It is the
responsibility of the customer to backup their own data.

Backup strategies for Power Virtual Server that might apply to your configuration:

» Image capture produces a storage IBM FlashCopy® of the VM and works for any
Operating System (OS). You can use image capture to store VM images within your
account (locally) as a part of your image catalog, or directly to IBM Cloud Object Storage,
or both.

» IBM Spectrum Protect provides scalable data protection for physical file servers,
applications, and virtual environments.

» A common IBM i backup strategy is to use IBM Backup, Recovery, and Media Services
(BRMS) with Cloud Storage Solutions for i. Together, these products automatically back
up your LPARs to IBM Cloud Object Storage.

» FalconStor Virtual Tape Library (VTL) is an optimized backup and deduplication solution. It
provides tape library emulation, high-speed backup or restore, data archival to supported
S3 clouds for long-term storage, global data deduplication, enterprise-wide replication,
and long-term cloud-based container archive, without requiring changes to the existing
environment.

» Power Virtual Server provides the capability to capture full, point-in-time snapshots of
entire logical volumes or data sets.

Note: Importing and exporting images requires a considerable amount of processing
power and network bandwidth. As a result, you can submit only one import or export
request before it is queued. Typically, users import or export system disks, such as rootvg
disks that are smaller in size (less than 1 TB) to facilitate the transfer to and from Cloud
Object Storage. If your image size is greater than 1 TB, your transfer might take a long
time and is prone to failure. The maximum image size that you can import, or export is 10
TB.
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For more information about creating and configuring a Power Virtual Server running the
FalconStor VTL software in the IBM Cloud, see FalconStor Storsafe VTL for IBM Deployment

Guide.

For best practices and guidelines on AIX backup performance on IBM Power Virtual Server,

see AIX Backup Performance Best Practices and Guidelines on IBM Power Systems Virtual

Server.

For a complete tutorial on backing up and restoring IBM i VM data, see IBM i Backups with
IBM Power Virtual Server.
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1.3 Creating a Power Virtual Server

Before you create a virtual server, you must understand the difference in terminology between
a Power Virtual Server service and a Power Virtual Server instance. You can think of the
Power Virtual Server service as a container for all Power Virtual Server instances at a specific
geographic region. The Power Virtual Server service is available from the Resource list in the
Power Virtual Server user interface. The service can contain multiple Power Virtual Server
instances. For example, you can have two Power Virtual Server services, one in Dallas,
Texas, and Washington, DC. Each service can contain multiple Power Virtual Server
instances.

Before you create your first Power Virtual Server instance, log in to IBM Cloud. See
Figure 1-5.

IEM Cloud £ Catalog E cost estimator B Docs

Continue

® Copyright IBM Corp. 2014, 2021 All righta resarved.

Figure 1-5 Log in to IBM Cloud (https://cloud.ibm.com/login)

If you do not have an account, see Create an IBM Cloud acount to register an account.
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1.3.1 IBM Cloud Dashboard

The Dashboard involves arranged parts and details and points to applicable documentation.
In addition, many menus, links, and icons help you fully manage your environment, your
Power Virtual Server instances, and associated resources. See Figure 1-6.

Dashboard - edic dashboard 2 i

Quick start

Build =] & s = i
Visit the I6M Cloud catalog Create a custom dashboard Create an Openshift cluster Build a virtual machine Build cloud-n:
using I8M Clo

Explore IBM Cloud with this
141 selection of eesy etarter
tutorials and services.

create
d

your busin

Resource summary ewl Planned maintenance viewsl Foryou

3 1 Dey

News view all Recent support cases siew al User access fanzze uzers IBM Cloud status
Streaming Your Log end Cloud Activity Events

1M Cloud Hyper Protect DBaas Te Financiel
services velidatad

TEM Spectrum LSF Iz Now Available on 15M cloud

Deploy Managed Cloud-Native Databases Anywhers

with TBM Cloud Satellite

Figure 1-6 IBM Cloud Dashboard

Dashboards are customizable. You can create a dashboard that displays information that is
relevant to you. For example, the dashboards you create can be scoped to specific resources.
Also, you can share the dashboards with users in your account, so you can group resources
for particular projects or teams.

You can securely authenticate users, control access to Power Virtual Server resources with
resource groups, and use access groups to allow access to specific resources for a set of
users. This service is based on an Identity and Access Management (IAM) mechanism, which
provides all user and resource management in the IBM Cloud. You can assign IAM
authorizations based on the following criteria:

Individual users

Access groups

Specific types of resources
Resource groups

vyvyyy

For more information about IAM, see Identity and access management (IAM) services.
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1.3.2 IBM Cloud catalog

Select Catalog to open the IBM Cloud catalog, which is an inventory of all offerings that are
provided by IBM Cloud. See Figure 1-7.

IBM Cloud Q Docs Support Manage Y

cm
E Quick start
& i
- Build m &9 =
H Explore IBM Cloud with this Get started with IBM Cloud Create a custom dashboard Visit the IBM ClL
(ﬁ} selection of easy starter fopt manciatarvices Create a shareable Explore our unig

tutorials and services. Build and deploy services dashboard that you can catalog that con
@ that comply with security customize with widgets, services and sof
~ and compliance scope, and your own layout. your business sc
~ requirements defined by the
@ IBM Cloud Framework for
A Financial Services.
v 2 min 3 min 1 min

! »

E

Figure 1-7 IBM Cloud catalog

In the catalog is a list of various products, including computing, storage, networking, solutions
for application development, testing and deployment, security management services,
traditional and open source databases, and cloud-native services. The offering relies on
services, software, and consulting:

Services A portfolio of managed services for infrastructure, developer tools, and
more to build your applications on the public cloud.

Software List of software solutions that take advantage of a simplified
installation process.

Consulting To get help, from technical to strategic and more, from IBM and the
network of IBM partners.
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You can search the catalog as shown in Figure 1-8.

IEM Cloud ) >3 Docs Support Mal

Catalog

IBM Cloud products

IBM Cloud catalog .
Over 350 products available for you to

Featured customize and build the solutions that you
Services need for your business
Software

Consulting

Figure 1-8 IBM Cloud catalog search

1.4 Power Virtual Server service
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To create a Power Virtual Server service, you must search for Power Virtual Server in the
catalog's search box. See Figure 1-9.

IBM Cloud Q, Catalog Docs Support Manage

IBM Cloud products

IBM Cloud catalog
Over 350 products available for you

Featured to customize and build the solutions
Corvican that you need for your business

Software

Consulting

Q. power
(Z) Power Systems Virtual Server [

Figure 1-9 Search for Power Virtual Server

After you select Workspace for Power Systems Virtual Server, a new window opens.
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Select Create a workspace, where you can specify a name for your service and choose
where you want to deploy your Power Virtual Server instances. Refer to Figure 1-10.

= IBM Cloud Q Catalog
Catalog [ Services | Summary
(2) Power Systems Virtual Server e e
Server
Location: Dallas

I8M « Date of last update: 06/24/2021 « Docs

Plan: Powe

Service name: P

20

Create About

Resource group: Default
Select a location

Select a location

Dallas (us-south) ~

A A A S S S S & &Y & 4

Configure your resource
Service name

Power Systems Virtual Server-20
Apply prome code

Select a resource group (@)

Default

Tags @

Create

Add to estimate

Figure 1-10 Service name and location

After you click Create, the Resource List page is displayed, which contains a list of your
account resources. Use this page to view and manage your platform and infrastructure
resources in your IBM Cloud.

Another way to access the Resource List page is to click the Navigation menu in the
upper-left, and then click Resource List in the Dashboard menu. See Figure 1-11.

IBM Cloud Catalog Jocs Manage

Dashboard
‘= Resource List

o
i

B Classic Infrastructure

Figure 1-11 Resource List on Dashboard menu

You can search for resources from anywhere in the IBM Cloud by entering the resource or tag
in the search field from the menu bar.
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Figure 1-12 shows the result of a Power Virtual Server that you created. All Power Virtual
Servers are under Services and software resources.

Each resource is displayed in its row, and an Actions icon is included at the end of the row.
Click the Actions icon to start, stop, rename, or delete a resource.

IBM Cloud foie Sror

oo
oo .
g ~  Name T  Group Location Status
& Q. Power Systems Virtual Server - LONO4 % Filter by group or org.. o Filter... v (o}
]
i ~ Devices (0/0)
[§ P
ﬁ, ~  VPC infrastructure (0 / 0)
@ ~  Clusters (0/0)
oy - s
-~ * Container Registry ... (Error retrieving...
@ ~  Satellite (0/0)
—
* Cloud Foundry apps (0/ Q)
b ~ Cloud Foundry services (0 / 0)
o < o
~  Services and software (1/ 3)
+ (Z) Power Systems Virtual Server -... London 04 @ Active

»  Storage (0/0Q)

~  Network (0/0)

~ Functions namespaces (0 / 0)
~ Apps(0/0)

~ Developer tools (0/0)

~  VMware (0/0)

» Schematics workspaces (0 / 0)

~ Code Engine (0/0)

Figure 1-12 Search for resources in the IBM Cloud
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1.5 Power Virtual Server instance

You can work with your resources in various ways from your resource list. To directly manage
the Power Virtual Server service, click the resource's name to go to the resource details page
as shown in Figure 1-13.

Reszource list [
@ Active lon06

| Virtual server instances
S5H keys
Storage volumes
Boot images

Subnets

Power Systems Virtual Server-73 - LONO6 Details

Virtual server instances

Learn more about getting started and creating a virtual

server instance.

0 ey
A A

Operating

system Cores

Name IPs

Actions...

Memory Status

Figure 1-13 Virtual servers instances section

Click the Create instance button to create a Power Virtual Server instance (VSI), for example
an LPAR or VM, then complete the required fields under the Virtual servers instances section.
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The total due per month is dynamically updated in the Summary panel based on your
selections as shown in Figure 1-14. You can create a cost-effective Power Virtual Server
instance that satisfies your business needs.

IBM Cloud

Resource list f

Power Systems Virtual Server-73 - LONO6  ®acive s 2 Details
I o T e Create a new instance for Power Systems Virtual Server-73 -
LONOG Summary United States of A...
=SHE Virtual Server Instances are contained
. ) ervices, all existing services can be T o
SR G viewed in your resource list. - (51 EOWERD 5722 S0-Z0iRy
Boot images
Instance name Number of instances
Subnets
Virtual_Server_Name @ 1 ~ Network interface
Storage volume $0.00/hr
VM pinning @) )
Tier 3 3
Off ~
$0.20/hr
Total estimated cost (2) $146.52/mo

SSH key ILagree to the

be added to securely connect to this VM. For more information,
cey.

Choose a S5H Key ~ Create SSH key +
Boot image

1f deploying & Linux VM, a subscription

Create instance

Cancel

Figure 1-14 Virtual servers instances section and summary cost

1.5.1 Fields in the Virtual Servers Instances page
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After you specify the instance, enter the required data in the remaining fields.

Number of instances

Specify the number of instances that you want to create for the Power Virtual Server. If you
specify more than one instance, additional options are available, such as hosting all instances
on the same server or not and VM pinning. You can choose to soft pin or hard pin a VM to the
host where it is running. When you soft pin a VM for high availability, PowerVC automatically
migrates the VM back to the original host after the returns to its operating state. The hard pin
option restricts the movement of the VM during remote restart, automated remote restart,
Dynamic Resource Optimizer, and live partition migration.

SSH key
Choose an existing SSH key or create one to connect to your Power Virtual Server securely.

Machine type

Specify the machine type. The machine type that you select determines the number of
maximum cores and maximum memory that is available.

Cores

There is a core-to-vCPU ratio of 1:1. For shared processors, fractions of cores round up to the
nearest whole number. For example, 1.25 cores equal 2 vCPUs.
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Memory
Select the amount of memory for the Power Virtual Server.

Boot image

When you click Boot image, you select boot images from a group of stock images or the list
of images in your catalog.

Attached volumes

You can either create a new data volume or attach an existing one that you defined in your
account.

Network interfaces

At least one private or public network is required. Network interfaces are created by adding a
public network, private network, or both. When you add an existing private network, you can
choose a specific IP address or have one auto-assigned.

1.5.2 VSI ready to use

After you click Create an instance, some messages are displayed about your instance,
network, and disk space creation. Then, the main VSI page is displayed. See Figure 1-15.
Note the status sequence: Build, Warning, and then Active.

Name IPs Operating system Cores Memory Status

Power_H20 192.168.138.131 rhel 1 cores 8 GB @ Active

Build, Warning, Active

Figure 1-15 VS| status
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Now that you have your VSI running, you see an Actions icon included at the end of the row.
When you click the icon, a pull-down menu is displayed from which you can select to
Immediately shutdown, Restart, Open console, or Delete your instance as shown in
Figure 1-16. If you click the open console, you get a new window with the login prompt for
your system.

Name IPs Operating system Cores Memory Status

Power_H20 192.168.138.131 rhel 1 cores 8 GB @ Active
NS ehutdowr

powerH20 192.168.138.130 rhel 1 cores 8GB B>shutdown

Immediate shutd...

Items per page: 10 v Items 1-2 of 2 i
Restart
Open console

Jelat

]

Red Hat Enterprise Linux 8.1 (Ootpa)
Kernel 4.18.0-147.44.1.el8 1.ppc6dle on an ppcbdle

Web console: https://power-h20:9090/ or https://192.168.138.131:9090/

power-h2o login: [j

Figure 1-16 Open VSI console

The following chapters in this publication expand and show more details about managing the
Virtual Server instances and the associated resources.
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IBM Power Virtual Server backup
and migration overview

IBM Power Virtual Server resources provide offerings to grow your infrastructure at your own
rate. You can deploy new instances that are easily managed and run workloads on the
IBM Cloud.

The focus of this chapter is migrating the AIX operating system (OS) and disk and file system
configuration. The techniques described in this book can be used to move at least an initial
save of a specific application. Details about specific database or application requirements or
about synchronizing the data after a migration is beyond the scope of this book.

The starting point is planning the methodology to use and the optimal goal.

This chapter provides the following sections:

» 2.1, “A brief introduction” on page 30.
» 2.2, “Migrating an AIX image using Cloud Object Storage” on page 30
» 2.3, “Alternatives to backup and migrate” on page 49.

© Copyright IBM Corp. 2023. 29



2.1 A brief introduction

IBM Power Virtual Server is a scalable and cost-effective way to run your IBM AlX, IBM i, and
Linux workloads in the IBM public cloud.

A key process to consider is moving workloads of AlX clients to Power Virtual Server to take
advantage of its benefits.

At the highest level, the process for most clients involves performing a save on-premises,
transferring the save to Power Virtual Server, and performing a restore.

Some clients use Power Virtualization Center (PowerVC) to capture an Open Virtualization
Appliance (OVA) image of the AIX workload and transfer the OVA to Power Virtual Server.

For others, capturing a copy of an image by using the mksysb command and restoring it to a
Power Virtual Server is a simple option. However, completing the migration processing
involves many important details. AIX, Power Virtual Server, and networking skills are
required.

The goal of this publication is to provide step-by-step instructions for moving an AlX workload
to Power Virtual Server using one of these more popular methods and providing a view of
alternatives.

Some additional networking considerations when migrating multiple systems are also
presented.

2.2 Migrating an AIX image using Cloud Object Storage

30

This section provides an example of how to create a mksysb backup from an on-premises
system to a Power Virtual Server Instance, use IBM Aspera® to transfer the backup onto
Cloud Object Storage and restore the backup into a Power Virtual Server instance.

A fully operational Power Virtual Server environment is a prerequisite for this approach.

Setting up the Power Virtual Server is described in Chapter 4, “Managing Workloads on IBM
Power Virtual Server for IBM AIX and Linux deployments” on page 81.

There are migration options other than mksysb. You can migrate an AIX VM to IBM cloud using
the export feature of PowerVC. The AIX VM that is to be migrated must be managed by
PowerVC. The image creation using IBM PowerVC is not described in this publication. For
more information about creating an OVA image of a VM using IBM PowerVC, see Exporting
Images.
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2.2.1 Solution components and requirements

Components
Migration by using Aspera and Cloud Object Storage includes the following components:

AlX Virtual Server Instance

Cloud Object Storage Service and APls

Aspera client on a notebook

Curl command and other optional AIX commands
mksysb for AlX

vyvyyvyyvyy

Requirements

In addition to a fully operational Power Virtual Server environment as a prerequisite, the
migration requires a mksysb backup that is taken from the on-premises system to be migrated.
For the purposes of this example, an image from an on-premises system named hugo-vasco
was captured and saved. See Figure 2-1.

Provision Virtual Server Service in IBM Cloud

Capture on premises
System Image mksysb,
ova, tar file on your
System

@aspera

Provision your Power

Virtual Server on IBM
Cloud

et

Restore your
mksysb,ova, or tar file
to your Power Virtul

Create your Cloud
Object Storage on IBM
Cloud

g Server Instance g/
Vo Y
‘,P Validate your Image
|
IBM Cloud —

Object Storage

Figure 2-1 Provision a Virtual Server

Some of these components were already used and created if you followed the steps in
section 1.5, “Power Virtual Server instance” on page 25. The boxes in gray are components
that were configured before you provisioned the image on the Power Virtual Server instance.
The focus for this lab are the steps in the blue boxes. Instructions for the three optional steps
in the orange boxes are included as a reference because the inclusion of those steps is more
representative of a real-world scenario. Each step has multiple instructions.

The steps include instructions with screen captures and red boxes that indicate areas of focus
and include explicit commands to execute in your environment. Screen captures and naming
conventions can be different depending on your environment.
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2.2.2 Implementation

This section describes the recovery of a mksysb backup that was previously uploaded to a
cloud bucket of a virtual machine instance on IBM Cloud. Alternative methods to do the same
work are also mentioned in this publication.

Migration using Aspera and Cloud Object Storage

Select your Power Systems. Check that you have an active Power Virtual Server. See
Figure 2-2.

Tip: Open the menu by selecting the icon in the upper-left and select Resource List on
select Services to find your instance.

This scenario uses servers Hugo-Vasco-AlX on-premises and Hugo-Vasco-Oncloud-AlX in
the IBM Cloud.

A Sty v wne ol wlaringe .

Power Systems Virtual Server - LONO4  © actve  amssome

Virtual servar instances

Hugo-Vasco-Oncloud-AIX © e

Server details
Vasco-Oncloud-AlX

9c2db0c0-4567-4738-03ac-9c3B6cdcd76d Uncapped shared processor None

Attached volumes

) Name Size Tier

Network interfaces

Public networks

-

Figure 2-2 Select service from Service list
Verify that you have a mksysb image on your on-premises server.

Note: The mksysb command creates a backup of the operating system (that is, the root
volume group). Creating a mksysb of the on-premises system is out of the scope of this
example. For more information, see mksysb Command.

32 IBM Power Systems Virtual Server Guide for IBM AIX and Linux


https://www.ibm.com/docs/en/aix/7.2?topic=m-mksysb-command

2.2.3 Creating an instance of IBM Cloud Object Storage in IBM Cloud

This section describes how to create an instance of IBM Cloud Object Storage, use the
IBM Cloud Object Storage tool, create your buckets, define security, and download and
upload objects.

Cloud Object Storage

Cloud Object Storage is a format for storing unstructured data in the cloud.

Object storage is suited for the cloud because it is elastic, flexible and it can more easily scale
into multiple petabytes to support data growth. The architecture stores and manages data as
objects. Block storage architecture handles data as blocks. Logical volumes and file storage
architecture stores data in hierarchical files. IBM Cloud Object Storage (COS)t is commonly
used for data archiving and backup; for web and mobile applications; and as scalable,
persistent storage for analytics.

Flexible storage class tiers and a policy-based archive help manage costs while meeting data
access needs.

The integrated IBM Aspera high-speed data transfer option can make it easier to transfer data
to and from IBM Cloud Object Storage, and you can use the query-in-place function to run
analytics directly on your data.

Log in to the IBM Cloud console, and select Catalog. Locate and select the tile labeled
Object Storage. See Figure 2-3.

IBM Cloud products

Over 350 products av:

Watson Stuio Maching Loarning

Figure 2-3 Select Object Storage in your IBM cloud account
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Give the service instance a name and choose either lite or standard plan. In this case, a lite
plan is selected, and the instance name given was redbooks-pvs-Decano. You can specify a
different name to match your lab or ID and ignore the lite plan warnings if present. See
Figure 2-4.

A Cloud Object Storage

Figure 2-4 Create your IBM Cloud Object Storage bucket

You can also review the pricing, which depends on how much data you need to store. Click
Create. You are automatically redirected to your new instance. See Figure 2-5.

Figure 2-5 Using your bucket, or setting up security
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The next step is to create a bucket to store data. Choose a name of the bucket with correct
permissions as shown in Figure 2-6.

Predefined bucksts

Guickly get started

@0

Figure 2-6 Working with your IBM Cloud Object Storage to create a bucket

Select Customize your bucket.

Chapter 2. IBM Power Virtual Server backup and migration overview 35



Enter a name, for example gpc-decano-store. Select the tile labeled Regional. Select the
Location field to open a menu, and specify a location, for example eu-gb, and under Storage
class, select Vault. You can specify a different name and region to match your needs. Refer to

Figure 2-7.
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Figure 2-7 Customizing IBM Cloud Object Storage bucket details

When you are satisfied with your selections, click Create.
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Under the Buckets tab, verify that the new bucket is created. See Figure 2-8.

1BM Cloud

Resource list /

; x
Transfers Details Actions... - Details

Redbooks-pvs-Decano @scie  mosmores. 2
18M Cloud Object Storage is a highly
Getting started scalable cloud storage service, designed
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Buckets.
security. Store, manage and access your

Integrations  Newl data via our self-service portal and

RESTful APIs. Connect applications
Endpoints Q T ] Create bucket + directly to Cloud Object Storage use
ather 18M Cloud Services with your data,

Service credentials

Name Public access (O Location &) Storage class Created
Connections Offering Created
Usage details gpe-decano-store No eu-gh Smart Tier :Oilpaf 26 : Cloud Object Storage ~ 6/26/2021
Plan Created by Resource group
Items per page: 10 v 1-1of 1 items 1 v 1loflpages 4 > 47802@dgi gub.uy -
Location Status
Global Active

Figure 2-8 Verify your bucket configuration

After creation of the bucket, select Service credentials, which will provide necessary
information to connect an application to Object storage on the left side menu as shown in
Figure 2-9.

etails Actions

Redbooks-pvs-Decano @i mesioriee. 2 Traners
Then Click on create new
credential

[Pl neweredential  +

Getting started Service credentials

anew set of
an 18M Cloud serw

Key name Date created

No service credentials

Click on Service credentials

Figure 2-9 Create service credentials for your bucket
Select New credential +

Note: The location of the New credential + field can vary based on the size of the window.
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Enter a credential name in the Name field, for example, Service credentials-hugo-vasco. Click
the Role field to select the role of Manager. Optionally, under Advanced options, click Include
HMAC Credential to set it to On if you are using NFS. Click Add. See Figure 2-10.

Create credential

Mame:

Service credentials-hugu—vasbﬁ

Role: (D)

Manager e

Advanced options -~

Select Service 1D (Oplicnal) (Z)

Auto Generate ~

Include HMAC Credential (3

@ -

Cancel Add

Figure 2-10 IBM Cloud Object Storage Create credential window

Figure 2-11 shows the new Service Credential created. Expand
Service credential s-hugo-vasco to view the details of the credentials.

= IBM Cloud

Redbooks-pvs-Decano ®sacie myestorien. 2 Transters  Details | Actions
Getting started Service credentials

You can generate a new set of credentials for cases want to manually

connect an app or external consumer to an IBM Clou arn more

Integrations  New!

Endpoint: a W Newcredential

Service credentials ~ | ] Keyname Date created

Connections

2021-06-26 9:20 PM

[0 service credentials-h

Usage details

Plan
points”,
BO-929d8£6a3297"

=9671d72344a581ae2adc718b46b

blic:cloud-object -storage: global:a/f8dc9671d72344a58

Figure 2-11 IBM Cloud Object Storage Service credential details
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You can start uploading any file using Aspera Connect, which is a preinstalled feature. You
can set Aspera as your default for any uploads. For more information about configuring
Aspera high-speed transfer in IBM Cloud, refer to Using Aspera high-speed transfer.

Installing Aspera Client on your machine
This step is optional if you are using a pre-loaded mksysb, tar or OVA file.

IBM Aspera Connect overview

Aspera Connect is a file transfer browser plug-in that allows web applications to take
advantage of fast-enhanced transfers. It can be used to initiate downloads and uploads and
display file selection dialogs.

To use IBM Aspera Connect, install the IBM Aspera Connect client on your machine. Refer to
Figure 2-12. To download IBM Aspera Connect (Aspera) and for installation instructions and
other documentation, see IBM Aspera Connect.

search Q 8 =
Aspera  Solutions v Technology  Industries  More v

IBM Aspera Connect

High-performance transfer client

Push the limits of maximum-speed transfers
Aspera Connect helps you securely move file and folders
of any size. Installation is free and easy! @ ac

Documentation e Let's talk

HTML Guide  Releass Notes  Compatibility

Figure 2-12 IBM Aspera Connect - IBM Cloud Object Storage installation

Tip: Follow Aspera instructions for installation as your machine environment can be
different on your device. Additional screen captures and step by step instructions have not
been included in this document.

Copying an Image of AIX VM to a Cloud Object Store Bucket

This step is optional if you are using a pre-loaded mksysb. The next step is to transfer the
mksysb image saved on your machine to the Cloud Object Storage that was created earlier.

Use the bucket gpc-decano-store to store the mksysb file, for example,
aix_7.2_TL5.SP1.mksysb.
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You can drag and drop the mksysb file, or click Upload to select the file as shown in
Figure 2-13.
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Figure 2-13 IBM Cloud Object Storage file upload window

Click Aspera transfers to view information about active and completed transfers, including
completion status, start and estimated end times, and actual end times. See Figure 2-14.
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Access policies incormpl

Integrations  New!

Endpoints Upload group Total objects Status Updated Actions
Service credentials [

hugo-vasco.mksysh 2.4 MB/1.4 GB (0%} 06 2
Connections A Lobjects 2021-06-28 11:11 AM 1]

Usage details

Flan Download list

Objec
) Pause, resume or cancel active Aspera transfers and view completed standanjﬁransfers. You can only see the transfers you have started during this
Oragal  browser session. [ you log out or drop your [BM session this list will clear.
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; Download group Total objects Status Updated Actions
‘tems
Drage

Figure 2-14 IBM Cloud Object Storage to Aspera transfer details
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Depending on your network bandwidth, uploading the mksysb can take from a few minutes to
a few hours. See Figure 2-15.

G Activity - IBM Sspera Connect % - O *
£ Transfers =
hugo-vasco. mksysh
C:/Users{Marto)Desktopfhugo-vasco. mksysh
®Oe
Uploading 615.1 ME | 1.4 GE (5,55 Mbps) - Z21:41 remaining 15:51 elapsed
Clear list

Figure 2-15 Aspera client IBM Cloud Object Storage upload progress window

Note: You can compress the mksysb to reduce time for the transfer if your internet speeds
are slow and the estimated time to complete the transfer is prohibitively long.

If you have an image or if you already loaded an image, you can access a preloaded mksysb.
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You can view your inventory of uploaded files by selecting Objects in the left panel. Select the
object in which you are interested and select Object details for an overview or for lifecycle
information about the object. See Figure 2-16.

IBM Clout! Q  Catalog Docs  Support  Manage v
Storage / Redbooks-pes-Desano f
weting s1anea )
Objects
Buckets Click on objects to see whats on your bucket
<
[l Objects | | Reminder: Dhjects are uploaded in multiple pars 1o optimize transfer perf ormance. If an upload is
interrupted before the transfer is completed, then the parts of the incomplete object that were
Configuration uploaded prior to the interruption will count towards billable storage. While the consale will alert T R i = S
users 1o incomplete multipart uploads, it is encouraged to routinely check for and clear out e — il
Access policies incomplete uploads using the REST API or an SDK. Learn mare Infermgtion of yaur fle
Integrations  New!
Q S
Endpaints
Servics cradentials [] objectname Archived @ Size  Lastmodified
Connections
[0 hugo-vaseo.mksysh 14GE  2021-06-28 11:56 AM
Usage details
Plan Ttems per page: 10 v 1-10 of all fems page 1 ‘ »
Drag and drop files {objects) here or elick to upload @

Figure 2-16 Listing uploaded Objects in your bucket

Tip: Upload a small test file to verify that the upload works before you upload the mksysb.

Figure 2-17 shows the IBM Cloud Object Storage object detailed information page.

Storage f Redbooks-pvs-Decane

hugo-vasco.mksysh

gpc-decano-store
ElEEE T feere
I Objects Reminder: Objects are uploaded in multiple paris ta optimize transfer performance. If an uplos
interrupted before the transfer s completed, then the parts of the incomplete object that wel  gpject details
Configuration uploaded prior 1o the interruption will count towards hillable storage. While the console will al
users to incomplete multipart uploads, it is encouraged to routinely check for and clear out Last modified Tags
Access policies incomplete uploads using the REST API ar an SDK. Learn mare 2021-06-28 11:56 AM 0Tags
[ntegrations  New! Storage class Object size
Litem selected Srmart Tier 1468

Endpoints
S ersiEmEs Object name Archived @ Download object &

Connections

hugo-vasco.mksysh Access with SQL Query

If this file is 0f a supported format, you £an access the object using an
SGL Query instance. To leam more about support file formats,
wisit our doos

Usage details

Plan [tems per page: 10 v 1-10 of all items

Ohject SOLURL @)

: Dragand drop files (objects) here or elickto upload et SOLURL ()
cos://eu-gh/fgpe-decano-store/hugo- vasco, mks |
wsh

Figure 2-17 IBM Cloud Object Storage object detailed information

Importing an image from an IBM Cloud Object Storage bucket

Import the mksysb image file from the IBM Cloud Object Storage bucket to the Power Virtual
Server instance. There are several methods and options to access an IBM Cloud Object
Storage bucket to and from a Power Virtual Server, such as by using IBM Cloud Object
Storage CLI, Minio Client, rclone or s3 FSNFS. Review prerequisites of each option and
method depending on the platform from which you want to access your storage bucket such
as Linux x86, Windows, MacQOS, and Linux pp64.
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More details and prerequisites of each method are in the following pages:

» IBM Cloud Object Storage CLI

» Using the AWS CLI

» Mounting a bucket using S3Fs

» Using Minio Client

» Using rclone

The command line is useful in most environments with IBM Cloud Object Storage and cURL,

which is being used in this example. For more information about using curl to access an IBM
Cloud Object Storage bucket, see Using cURL.

Service credentials and endpoints for IBM Cloud Object Storage were defined when the IBM
Cloud Object Storage was created. You need some of the details of the service credentials
and endpoints define environment variables in the Power Virtual Server instance.

From the IBM Cloud Resource list menu, select Storage. Select the IBM Cloud Object
Storage you created, which in this example is Cloud Object Storage Redbooks-pvs-Decano.
Select the bucket that you created which in this example is gpc-decano-store. Select
Configuration as shown in Figure 2-18.

gpe-decano-store

Resource_|D

M PRIVATE_ENDPOINT

<} PUBLIC_ENDPOINT

Figure 2-18 Take note of the resource ID

Record the bucket resource ID and endpoints that are highlighted in RED on the configuration
and recorded in the example:

RESOURCE_ID="017562cc-7247-471c-b063-4419eadeefas"
PRIVATE_ENDPOINT="s3.private.eu-gb.cloud-object-storage.appdomain.cloud"
PUBLIC_ENDPOINT="s3.eu-gb.cloud-object-storage.appdomain.cloud"
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You also need the IBM Cloud Object Storage API key from the Service credentials window as
shown in Figure 2-19:

APIKEY="S0bC8j0pgp31C61FJIWVUKBPq7bwP1zIRmY258BL0O2E01"

1BM Cloud

Redbooks-pvs-Decano @acive mycosioriee. & Transfers  Details Actions... v

Service credentials

You can generate a new set of credentials for cases where you want to manually
connect an app or external consumer to an IBM Cloud service. Learn more

Getting started

Buckets
Integrations  New!

Endpoints Q [elll New credential  +

Service credentials ~ [0 toyemo Date created

[[] service credentials-hugo-vasco 2021-06-26 9:20 PM

> Gl

J0pEp3IC61FINVUKEPG7bWP1Z IRNY258BLO2E01", | e API KEY

.cloud. ibm.com/v2/endpoints",
c£d9199-d9d7-4e12-9480- 929081623297,

ceRole:Manager

mix:public:iam-identity::a/£8dc9671d72344a581ae2ad4c718b4605: iserviceld:Sexvice @

“crn:vi:bluemix:public:cloud-object-storage:global:a/f8dc9671d72344a581ae2a0c718b46b5 0
9eadeefad::"”

Figure 2-19 Get the API key from the bucket credentials

Use the data collected to set the environment variables in your Power Virtual Server instance.
Go to Resource list Services select the Power Virtual Server, which for this example is named
Power Virtual Server - LONO4. Connect by using the external IP address, by opening a
console or by using ssh to log in to the instance you created, which for this example is
hugo-vasco-aix-oncloud. Log in with a user ID of root and a password of password.

After logging in, set the environment variables as shown in Example 2-1.

Example 2-1 Set environment variables for IBM Cloud Object Storage object access

#export RESOURCE_ID="017562cc-7247-471c-b063-4419eadeefad"

# export PRIVATE_ENDPOINT="s3.private.eu-gb.cloud-object-storage.appdomain.cloud"
# export PUBLIC_ENDPOINT="s3.eu-gb.cloud-object-storage.appdomain.cloud"

# export APIKEY="SObC8j0pgp3IC61FJIWVUKBPq7bwP1zIRmY258BL02E0l"

From the same login, issue the cURL command to request your own IAM Access token as
shown in Example 2-2.

Example 2-2 Get IBM Cloud Object Storage access token

# clear

# curl -X "POST" "https://iam.cloud.ibm.com/identity/token" \-H 'Accept:
application/json' \-H 'Content-Type: application/x-www-form-urlencoded'
\--data-urlencode "apikey=$APIKEY" \--data-urlencode "response_type=cloud iam"
\--data-urlencode "grant_type=urn:ibm:params:oauth:grant-type:apikey" | python -m
json.tool | grep access_token

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
100 1805 100 1670 100 135 3939 318 --t--1-= —-i--i-- —-i--:-- 4626

"access_token":
"eyJraWQiOiIyMDIXMDYxOTE4MzciLCIhbGci0iJSUZIINiJ9.eydpYW1faWQiOiJpYWOtU2VydmljZUlk
LWMyY214MzAALTAZNTUtNDIOYS1iM2RKLTBjMDImOTg5ZjkxMilsImlkIjoiaWFtLVNTcnZpY2VJZC1jiMm
Ni0DMwOCOWMzU1LTQyNGEtYjNkZCOwYzAyZjk40WY5SMTIiLCIyZWFsbWlkIjoiaWFtIiwianRpIjoiMzg2
M3iBhMjAtNDQwNyOOMDhhLThINzItNGRi1ZDk5ZTBIM2ZiIiwiaWR1bnRpZml11ciI6I1NTcnZpY2VJZC1jMm
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NiODMwOCOwWMzUILTQyNGEtYjNkZCOwYzAyZjk40WY5MTIiLCIuYW1T1IjoiU2VydmljZSBjcmVkZW50aWFs
cylodWdvLXZhc2NvIiwic3ViljoiU2Vydm1jZUTkLWMyY2I14MzA4LTAZNTUtNDIOYS1iM2RKLTBjMDImOT
g5ZjkxMiIsInN1Y190eXB11joiU2Vydml1jZUTkIiwiYXV0aG4iOnsic3ViljoiaWFtLVNTcnZpY2VJZC1j
MmNiODMwOCOwWMzU1LTQyNGEtYjNkZCOwYzAyZjk4OWYSMTIiLCIpYW1faWQiOiJpYWOtaWFtLVNTcnZpY2
VJZC1jMmNiODMwOCOwWMzULLTQYNGEtYjNkZCOwYzAyZjk40WY5SMTIiLCIzdWIfdHIwWZSI6ITNTcnZpY2VJ
ZCIsIm5hbWUi0iJTZXJ2aWNTIGNYZWRTbnRpYWxzLWh1Z28tdmFzY28i fSwiYWNjb3VudCI6eyJib3VuzG
FyeSI6Imdsb2JhbCIsInZhbG1kIjpOcnV1LCJic3Mi0iImOGRFOTY3MWQ3MjMONGELIODFhZTJhNGM3MTh1
NDZiNSIsImZyb3p1biI6dHJ1ZX0sImThdCI6MTYyNDkwMTUZNywiZXhwIjoxNjIOOTAIMTY3LCIpc3MiOi
JodHRwczovL2ThbS5jbG91ZC5pYmOuY29tL21kZW50aXR51iwiZ3JhbnRfdHIWZSI6INnVybjppYmO6CGFyY
YW1zOm9hdXRoOmdyYW50LXR5cGU6YXBpa2V5Iiwic2NvcGUiOidpYmOgh3B1bmlkIiwiY2xpZW50X21kIj
01ZGVmYXVsdCIsImFjciI6MSwiYWlyIjpbInB3ZCJdfQ.iCwazq26V5A3ydMnH1DYerBgLh2UP1_4Nooec
N-DWBb9jf8q6mA_Xn3ZQ8Pn2TWyz4ulLGyqDNSWg7A8M-wL8YQLtsLLTfaB3qz6g0hXup7dsODEOXPMRIX]
0LgR107xx3PBfPGsob7BcRSANHHCHc jWBUA3a3dq0g4knDTyULMSfNiyB2AHaBrH38oq_ViakIBB9c_rlI
ObfcXQKhr1JdfszjZhsx7qse0IfYcDCXdRx00jx90n6CrbwCReZjNxwtEj2GdrLDGhp6gfmntPf3Tr00pea
fi9IXyigq3fo4TeYZglgDwgzrsg3yqLX1130cURFSuRpHWzgXBUjvaMA_Ogw",

Use the access token to define a new variable named ACCESS_TOKEN. Your token will be
different from the one shown in Example 2-3.

Example 2-3 Set the variable name

# export
ACCESS_TOKEN="eyJraWQi0iIyMDIXMDYXOTE4MzciLCJIhbGci0iJSUZIINiJ9.eydpYW1faWQiOidpYWO
tU2Vydm1jZUTkLWMyY214MzA4L TAZNTUtNDIOYS1iM2RKkLTBjMDImOTg5ZjkxMiIsImlkIjoiaWFtLVNTc
nZpY2VJZC1jMmNiODMwOCOWMzULLTQyNGEtYjNkZCOwYzAyZjk40WYSMTIiLCIyZWFsbWlkIjoiaWFtIiw
ianRpIjoiMzg2MjBhMjAtNDQwNyOOMDhhLThT1NzItNGRiZDk5ZTBIM2ZiIiwiaWR1bnRpZml1ciI6ITNIc
nZpY2VJZC1jMmNiODMwOCOWMzULLTQyNGEtYjNkZCOwYzAyZjk40WYSMTIiLCJuYW1TIjoiU2VydmljZSB
jemVkzZW50aWFscylodWdvLXZhe2NvIiwic3ViljoiU2Vydm1jZUTkLWMyY2I4MzA4LTAZNTUtNDIOYS1iM
2RKLTBjMDJmOTg5ZjkxMiIsInN1Y190eXB1IjoiU2Vydm1jZUTkIiwiYXV0aG4iOnsic3ViIjoiaWFtLVN
1cnZpY2VJZC1jMmNiODMwOCOwWMzU1LTQyNGEtYjNkZCOwYzAYyZjk40WYSMTIiLCIpYW1faWQiOiJpYWOta
WFtLVN1cnZpY2VJZC1jMmNiODMwOCOWMzULLTQyNGEtYjNkZCOwYZzAyZjk40WYSMTIiLCIzdWIfdHTwZSI
6I1NTcnZpY2VJZCIsImbhbWUi0iJTZXJ2aWNTIGNYZWR1bnRpYWxzLWh1Z28tdmFzY281 fSwiYWNjb3Vud
CIbeydib3VuzGFyeSI6Imdsb2JhbCIsInZhbG1kIjpOcnV1LCJic3Mi0iIJmOGRjOTY3MWQ3MjMONGE1ODF
hZTJhNGM3MThiNDZiNSIsImZyb3pl1bil6dHJ1ZX0sImThdCI6MTYyNDkwMTU2NywiZXhwIjoxNjIOOTAIM
TY3LCJIpc3MiOiJodHRwczovL21hbS5jbG91ZC5pYmOuY29tL21kZW50aXR51iwiZ3JhbnRfdHIwZSI6InV
ybjppYm06cGFyYW1zOm9hdXRoOmdyYW50LXR5cGU6YXBpa2V5Iiwic2NvcGUi0iJpYmOgh3B1bmlkIiwiY
2xpZW50X21kIjoiZGVmYXVsdCIsImFjciI6MSwiYW1lyIjpbInB3ZCJdfQ.iCwazq26V5A3ydMnH1DYerBg
Lh2UP1_4NooecN-DWBb9jf8q6mA Xn3ZQ8Pn2TWyz4ulLGyqDNSWg7A8M-wL8YQLtsLLTfaB3qz6g0hXup?
dsODEOXPmRIxjoLqR107xx3PBfPGsob7BcRSANHHCHcjW8UA3a3dq0g4knDTyULMSfNiyB2AHaBrH38oq
ViakIBB9c_rl1I0bfcXQKhrl1JfszjZhsx7qse0IfYcDCXdRxo0jx90n6CrbwCReZjNxwtEj2GdrLDGhpbgf
mntPf3Tr00peafi9IXyiq3fo4TeYZglgDwgzrsg3yqLX1I30cURTSuRpHWzgXBUjvaMA Ogw"

Use a second cURL command as shown in Example 2-4 to access the mksysb in the IBM
Cloud Object Storage bucket and copy it to /tmp on your Power Virtual Server instance.

Example 2-4 Access the mksysb in the IBM Cloud Object Storage bucket

# curl -0 "https://$PUBLIC_ENDPOINT/gpc-decano-store/hugo-vasco.mksysh" -H
"Authorization: Bearer $ACCESS TOKEN"

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
100 1475M 100 1475M 0 0 22.6M 0 0:01:05 0:01:05 --:--:-- 20.8M
#
# 1s -Trt *.mksysb
-rW-r--r-- 1 root system 1547110400 Jun 28 15:53 hugo-vasco.mksysb
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Note: Verify that you have enough space in /tmp using the df command and add space, if
needed.

Use the > (greater than) symbol to direct the output to a file, which has the same name as the
mksysb file that you are copying from the IBM Cloud Object Storage bucket. In this example,
the file is named hugo-vasco.mksysb, which is the same name as the mksysb that is copied
from the IBM Cloud Object Store bucket named gpc-decano-store. The resulting copied file is
approximately 1.5 GB.

2.2.4 Restoring mksysb image to the Power Virtual Server

You need additional capacity to restore the mksysb. Determine the size of the volume that is
required by viewing the size of the original VM as shown in Example 2-5. For this example
20 GB of disk space was added from the Power Virtual Server instance. See Figure 2-20.
Example 2-5 Check mksysb file, and available disks

# 1s -Trt *.mksysb

-rw-r--r-- 1 root system 1547110400 Jun 28 15:53 hugo-vasco.mksysb

# lspv

hdisk0 00fa00d6b552f41b rootvg active
 Cloud Object Starage - [BM CI £ Senvice Details - [BM Cloud X | W& Sitio Oficial del Club Macional ¥ Una nuevs farma de wivit Naci (®) Events - BM Acaderny of Tech + - x
« C O B 528 httpsf/doud.ibrm.com fservices foower-iazs/arm%3Av %3Abluem kB 3Apublich3Apower-iaas%IAlon 04 %3 Aa%haF 79 x @

arks

IF MostVisited @) Fedora Docs @3 Fedora Magazine [ Fedora Project [ User Communi ities [ Red Hat [ Fr ¥ [ Other Bookm:

ontent  $F M

IBM Cloud

Create volume
MNew disk created for mksysh

Learn more about minigfim requirements for SAP Gt
wiorkloads.
Narme

mksysh_restore_disk_hugo vasco

Shareahle

Qo

Size (LOGB-2TB) Numnber of volumes

20GB

Storage volume $2.15/mo

Tier3(3

Create and attach

Figure 2-20 Add disk for restoring the mksysb

If you are not sure what hdisks you have already, use the 1spv command. Bootinfo -s
hdiskx will give you the size of that disk.
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If you want to estimate the size of the new volume that you are creating for the mksysb, you
can examine the on-premises machine or run the command on the mksysb file as shown in
Example 2-6.

Example 2-6 Check disk size from saved mkysb

# restore -qf /tmp/hugo-vasco.mksysb ./bosinst.data

x ./bosinst.data

# grep -p target disk data bosinst.data

target disk data:
PVID = 00c44f8745265c7h

PHYSICAL_LOCATION = U9080.M9S.1044F87-V13-C2-T1-L8200000000000000

CONNECTION = vscsi0//820000000000
LOCATION =
SIZE_MB = 10240
HDISKNAME = hdiskO

You can verify that the new hdisk is attached by selecting the VM instance and entering the
command as shown in Example 2-7.

Example 2-7 List available disks with newly added

# lspv

hdisk0 00fa00d6b552f41b rootvg active
# cfgmgr

# lspv

hdisk0 00fa00d6b552f41b rootvg active
hdiskl none None

After adding the hdisk, verify that the new disk is bootable. You can do it after restoring it.

Tip: Creation of the new hdisk is a background task. The task might say it is completed, but
the new hdisk might not be listed in the output of the 1spv command immediately. You can
periodically check by running cfgmgr and 1spv.
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The new hdisk is hdisk1. It is available for use and is not assigned to any vg. See Figure 2-21.

Server details Fditdetails
Marme Machine type Enoot image
Hugo-Vasco-Oncloud-ALX 5922 F200-05-01
] Core type WM pinning
9c2dh(cl-4567-4738- Uncapped shared processor More
adac-9c3Bacdch?sd
Size
Date creatsd 1cores | 4 GB
June 16, 2021, 11:18:25 AM
Bootable disk selector
Attached volumes
Q Attach voldme Create volume +
] Name Size Tier Shareable Bootable
mbksysh_restore_disk_hugo_vasco 20GB Tier 3 (3 [0Ps [ GB} & on Dretach
MartinAkAThan-9c2db0e(-00003117-hoot- 0 20GE Tier 3 {3 [0Ps [ GB} @ on Chetach @

Figure 2-21 List newly added disk

You can restore the mksysb by using the alternate disk mksysb method. Run the command

alt_disk_mksysb or smitty alt_install as shown in Example 2-8.
# /usr/sbin/alt_disk mksysb -d 'hdiskl' -m '/tmp/hugo-vasco.mksysb' -P'all’

Example 2-8 Smitty alt_install

Install mksysb on an Alternate Disk

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

[Entry Fields]

* Target Disk(s) to install [hdiskl] +

* Device or image name [/tmp/hugo-vasco.mksys> +
Phase to execute all +
image.data file [1 /
Customization script [1 /
Set bootlist to boot from this disk
on next reboot? yes +
Reboot when complete? no +
Verbose output? no +
Debug output? no +
resolv.conf file 0 /
Use system alt disk install boot image? no +

Instead of the boot image from the mksysb.

Fl=Help F2=Refresh F3=Cancel F4=List

Esct5=Reset F6=Command F7=Edit F8=Image

F9=Shell F10=Exit Enter=Do
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After completion of the restore, verify that the new volume is first in the bootlist to ensure that
when you reboot, the OS will boot from the new volume.

Validating the new VM and cleaning up
You need to validate the new VM and proceed to clean up.

Rebooting the VM

After the reboot, login into the same Power Virtual Server instance, which has the same
external IP address previously defined and examine the disk of the new VM.

As a test that you restored a different image, instead of logging in as root, log in with the new
credentials that do not exist in the provided AlX image by using the root password or byusing
any user of the on-premises machine.

Important: Remember, you need to know the passwords from the original on-premises
machine. The public keys you were using to access the on-premises machine from the
external IP addresses will not work because you are now using a different machine setup.

As the root user, you can detach the original or helper disk by running exportvg and rmdev.

Remove the boot disk flag on the disk that you will be detaching by going to Storage Volumes
and editing the disk by clicking the bootable switch as shown in Figure 2-21 on page 48.

You can detach the disk, by selecting the virtual server instances and select the instance,
then click Manage existing volumes and select Detach for the disk you want to detach.

You can optionally delete other components of the Power Virtual Server. However, you can
become more familiar with the GUI by looking at the options available from IBM Power Virtual
Server IBM Cloud offering before shutting down.

To delete your virtual instance, click the trash can on the upper right-hand side, click DELETE
at the prompt to confirm. It can take several minutes for the deletion process to conclude.
Refresh the table and your browser window to verify the VM is no longer present.

2.3 Alternatives to backup and migrate

A key question for AlX, Linux, IBM i, and IBM Power server clients looking to take advantage
of the benefits of IBM Power Virtual Server is about moving existing workloads to a Power
Virtual Server. The process for most clients involves performing a save on-premises,
transferring the save to Power Virtual Server, and performing a restore.

For clients using Power Virtualization Center (PowerVC), the move to Power Virtual Server
involves that use PowerVC to capture an OVA image of the AIX system and transferring the
OVA image to Power Virtual Server.

The goal of this section is to provide step-by-step instructions for moving AIX and Linux
workloads to Power Virtual Server using one of the more frequently used methods.

The techniques described here can be used to move at least an initial save of a specific
application. Discussions of specific database or application requirements or synchronizing
the data after a migration is beyond the scope of this document.
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2.3.1 Creating and migrating an OVA image file

50

Section 2.2.4, “Restoring mksysb image to the Power Virtual Server” on page 46 describes
how to create a system backup and upload it to IBM Cloud Object Storage or upload it using
ssh.

There are several ways to obtain an OVA image by using paid or open source projects. One
way is by transferring your image and deploying it in IBM Cloud.

Creating the OVA file from PowerVC

This case is an example of how to migrate the entire logical partition (LPAR) and its
associated disks by using PowerVC’s capability to capture the LPAR in an OVA.

Restriction: Having a fully operational PowerVC environment is a prerequisite for this
approach.

Access the CLI of your PowerVC Server using ssh.

PowerVC images available in your environment are listed by using the powervc-image 1ist
command. See Example 2-9.

Example 2-9 List OVA images available in PowerVC

# powervc-image list

t + t + t t + t t +

| Name I1D | Status | Volumes | Size | Description | Architecture | OS Distro | Exportable |

t + t + t t + t t +

| rhel4ova_capture_2 | 3dbe8f82-ade5-473e-85dd-cc3d18a3b87e | active | 1 | 22 | | ppc64le | rhel | True |

t + t + t t + t t +

Use the powervc-image export --image <image_name> command to export an image and
to create an OVA image file. See Example 2-10.

Example 2-10 Exporting OVA image

# powervc-image export --image rheldova_capture_2

Created temporary staging directory /var/opt/ibm/powervc/imgstaging/tmpolKRMe

Found image with ID '3dbe8f82-ade5-473e-85dd-cc3d18a3b87e' and name 'rheldova_capture_2'.

The export directory and the staging directory are on the same file system. Double image size space is required.
Using the image name 'rheldova_capture_2' for the default OVA name.

Register temporary file-copy volume driver.

Registered temporary driver PVC-Lite-File_tmpolKRMe servicing location /var/opt/ibm/powervc/imgstaging/tmpolKRMe
Cloning 'Image rheldova_capture_2 volume 1' into temporary volume 'Image_rhel4ova_capture_2_volume_1_tmpolKRMe'.
The size to clone is 22 GiBs..Done cloning.

Warning: Some stale scsi device paths were detected. If an error is encountered, consider running with --debug option
to see device path messages and/or running the 'cleanup' subcommand to attempt cleanup of these stale devices that
could prevent discovery of newly attached volumes.

Migrate volume data for 'Image_rheldova_capture_2_volume_1_tmpolkRMe' from 'FS9200' to the target storage template
'PVC-Lite-File_tmpolKRMe base template'.

Attaching volume...

Copying Image_rheldova_capture_2_volume_1 [100%] Rate: 233.11 MiB-per-S, ETA: 0:00:00 [H:MM:SS]
Detaching volume and finalizing metadata...
Copy complete after waiting 0:01:41 [H:MM:SS]

GiBs remaining to copy for image: 0

Creating image package with 1 volumes.

Creating OVF: /var/opt/ibm/powervc/imgstaging/tmpolKRMe/rheldova_capture_2.ovf
Creation of OVF completed.

Adding OVF to OVA /var/opt/ibm/powervc/ova/rheldova_capture_2.ova

Adding volume 'Image_rhel4ova_capture_2_volume_1' to OVA.

Exported OVA /var/opt/ibm/powervc/ova/rhel4ova_capture_2.ova size: 22.00 GiB
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Cleaning up Lite-Volume export resources...

De-register the temporary file driver 'PVC-Lite-File_tmpolKRMe'.

Cleaning up the temporary staging directory...

Time spent: 0:03:28 [H:MM:SS]

Successfully finished creating image package /var/opt/ibm/powervc/ova/rhel4ova_capture_2.ova

Compress the newly created OVA file to a file that is located in the /var/opt/ibm/powervc/ova
directory.

You have completed the process. You can upload your image to your bucket as shown in
“Copying an Image of AIX VM to a Cloud Object Store Bucket” on page 39.

OVA file creation by using pvsadm command line on Linux PPCle
This example uses a ppc64 Red Hat Enterprise Linux system running kvm.

As prerequisites, you need a valid gcow2 image. For example, a downloaded KVM guest
image from Red Hat Enterprise Linux.

Attention: Make sure that you have more than 60 GB available in the file system in which
the file is stored. The /tmp is the default.

To install pvsadm, follow these steps:

1. Install the gemu-img.ppc64le and cloud-utils-growpart.noarch packages:
# yum -y install gemu-img.ppc64le cloud-utils-growpart.noarch
The installation packages are available to download fromGitHub.

2. Select the package by using, for example, wget. Enter the following command:

# wget
https://github.com/ppc641e-cloud/pvsadm/releases/download/v0.1.2/pvsadm-1inux-p
pcbdle.tar.gz

3. After the download is finished, extract the compressed file:

# tar -zxvf pvsadm-1linux-ppc64le.tar.gz
pvsadm

4. Move the pvsadn file to a directory that is defined in your current path variable:
# mv pvsadm /usr/bin/
Alternatively, you can include the full path name when you run the command.
5. Enter the command pvsadm -h to verify that the installation was successful and to view the
help text.

Power Virtual Server projects deliver flexible compute capacity for Power workloads that are
integrated with the IBM Cloud platform for on-demand provisioning. The pvsadm command is a
tool built for the Power Virtual Server to help manage and maintain the resources.

1. Use pvsadm to create an OVA file:

# pvsadm image qcow2ova --image-name rhel-84-07202021 --image-url
./rhel1-8.4-ppc64le-kvm.qcow2 \

> --image-dist rhel --rhn-user <RHELsubscritionlUser> --rhn-password
<subscriptionpassword>

Attention: This command might fail if growpart is not installed. To install growpart, run the
following command:

#yum install cloud-utils-growpart -y
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The successfully converted Qcow2 image to OVA format is found at
/root/rhel-84-07202021.0va.gz.

Output of the successful command shows the root password, as in the following example:
0S root password: rootpassword.
2. List the created image.

# 1s *ova*
rhel-84-07202021.0va.gz

Uploading an OVA image Cloud Object Storage by using pvsadm

One of the prerequisites for using pvsadm image upload is a valid IBM Cloud API key, which
is stored as the variable IBMCLOUD_API_KEY. For more information about creating an API
key, see Managing user API keys or refer to 2.2.3, “Creating an instance of IBM Cloud Object
Storage in IBM Cloud” on page 33.

The following commands show how to set the IBMCLOUD_APIA_KEY variable and run the
command to upload your image to an IBM Cloud Object:

# export IBMCLOUD API KEY="$yourkey"
# pvsadm image upload --bucket redbookbucket -f rhel-84-07202021.0va.gz
--cos-instance-name cos-2q --bucket-region us-south
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IBM Power Virtual Server in the
IBM Cloud network

This chapter covers the different Hybrid Cloud networking use cases for setting up private
network between on-premises and IBM Power Virtual Server and provides guidance on
production and nonproduction networking scenarios.

This chapter contains the following topics that are related to Power Virtual Server networking:

3.1, “IBM Power Virtual Server virtual private network connectivity” on page 54.
3.2, “Power Virtual Server network overview” on page 55.

3.3, “Power Virtual Server network scenarios” on page 57.

3.4, “Nonproduction or POC scenarios” on page 57.

3.5, “Production scenarios” on page 61.

3.6, “IBM Cloud connections” on page 67.
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3.1 IBM Power Virtual Server virtual private network
connectivity

54

A key client requirement for the Power Virtual Server is the ability to connect to cloud-based

workloads from an on-premises environment. For security reasons, it is not recommended to
create Power Virtual Server workloads with a public IP address. Clients need the capability for
multiple users and multiple on-premises systems to connect securely over private networks to
workloads in Power Virtual Server.

This section covers the different Hybrid Cloud networking use cases for setting up a private
network between on-premises and Power Virtual Server and provides guidance for
production and nonproduction networking scenarios.

IBM Power Virtual Servers are colocated in IBM Cloud data centers with their own dedicated
infrastructure, and they are connected to IBM Cloud Infrastructure as a Service (laaS) by
Direct Link Connect. See Figure 3-1. In the context of this document, a colocation facility or
service, often referred to as a COLO, is an off-premise data center that provides computing
services, such as Power Virtual Servers.

Enterprise Public IBMEloud &= = EEimmT i m—_—_m -
Network Network IBM Cloud laas

(Region A) Compute

o 0
®
e N
PowerVs
(Region A Colo)

Power
Servers

Figure 3-1 An over-simplified illustration of the IBM Cloud laaS and Power Virtual Server connection

Direct Link Connect enables workloads that are running on Power Virtual Server to integrate
with x86-based workloads that are running in IBM Cloud for a single multiplatform business
solution that includes the following examples:

» An Oracle database running in AIX in Power Virtual Server connecting to a Linux
application server in an x86 Virtual Server Instance (VSI)

» A core banking application in IBM i connecting to a point-of-sale application in a
VMware-based x86 VSI
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IBM Power Virtual Server offering includes a highly available connection up to 10 Gigabits per
second (Gbps) when you use Direct Link Connect 2.0 to IBM Cloud services at no cost for
each client per data center. For more details about ordering Direct Link Connect, see
Ordering Direct Link Connect for Power Systems Virtual Servers. For a tutorial about
integrating x86 workloads with Power Virtual Server, see IBM Power Virtual Server Integration

with x86 Workloads.

3.2 Power Virtual Server network overview

As a high-level overview, three ways clients can configure connections from on-premises to
Power Virtual Server location and other locations See Figure 3-2, Figure 3-3 on page 56, and
Figure 3-4 on page 57.

1. On-premises to Power Virtual Server by way of IBM Cloud laaS.

BM Cloud laaS Power VS
(Region A) (Region A Colo)

\_/

[ Direct Link Connect ]

Figure 3-2 On-premises to Power Virtual Server by using IBM Cloud laaS
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2. On-premises to Power Virtual Server directly as shown in Figure 3-3.

BM Cloud laa!
(Region A)

AN

Power VS
(Region A Colo)

/

S
I Direct Link Connect .

Figure 3-3 On-premises to Power Virtual Server directly
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3. On-premises to Power Virtual Server (multiple COLOs) as shown in Figure 3-4.

®_0
s%a
l Colo — Colo networking l
IBM Cloud laaS Power VS Power VS IBM Cloud laaS
(Region A) (Region A Colo) (Region B Colo) (Region B)
I Direct Link Connect | | Direct Link Connect |

Figure 3-4 On-premises to Power Virtual Server (multiple COLOs)

3.3 Power Virtual Server network scenarios

There are multiple ways clients can create a private network connection between
on-premises servers and Power Virtual Server. Based on the networking technology used,
network hops required, network latency, network session, and stability considerations,
networking scenarios can be classified as nonproduction and proof-of-concept (POC), or
production.

3.4 Nonproduction or POC scenarios

Nonproduction and POC environments can use a number of configurations. Configurations
include the following examples

» Private Connection with the following configuration:
- SSL
— Jump Host
— Direct Link Connect

» Private Connection with the following configuration:
— IPsec Virtual Private Networking (VPN)
— Direct Link
— Edge Gateway
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3.4.1 Private Connection using SSL, a jump server, and Direct Link Connect

This scenario is used for environment management and test and development use cases
from the public network. It is not recommended for production workloads.

A jump server must be used because it is not possible to use a VPN connection to directly
connect to the Power Virtual Server instance (at the time this publication was written).

The reference architecture is shown in Figure 3-5.
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1 IBM Cloud SSL VPN service is used to
connect the IBM Cloud network

2 Inside the IBM Cloud network, an IBM
Cloud virtual machine (VM) is used as a
jump server to:

3 Connect to the Power Systems Virtual
Server instance

4 Direct Link Connect is used to connect
IBM Power Systems to the IBM Cloud
Network

Figure 3-5 Private Connection by using SSL, a jump host, and Direct Link Connect
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Establishing this private connection is a two-step process:

1. Use a private network to connect to a jump server or host such as a windows or Linux VM
on the IBM Cloud side.

2. After you log in in to the jump host, connect to the Power Virtual Server environment by
using the Direct Link Connect between Power Virtual Server and IBM Cloud.

You can order Direct Link Connect to your Power Virtual Server instance in IBM Cloud. For
more information, see Ordering Direct Link Connect for Power Virtual Servers.

When you use this configuration, you cannot connect directly to the Power Virtual Server
environment from on-premises. Access the jump host first and initiate the second connection
to the Power Virtual Server environment. That initial access to the IBM Cloud classic private
environment is done through the IBM Cloud SSL VPN client service.

For more information about SSL, see the following documentation:

» Enabling SSN VPN access

» Using an SSL VPN

» VPN access on IBM Cloud

» Connecting to SSL VPN from MotionPro clients (Windows, Linux, and Mac OS X)
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3.4.2 Private Connection using IPsec VPN, Direct Link Connect, and Edge

Gateway

60

In this scenario, a user can configure a dedicated, direct access to the Power environment
through an IPsec VPN that is defined between on-premises servers and a client owned
gateway appliance. The gateway is running in IBM Cloud and connects to a Power Virtual
Server in the IBM Cloud through a Direct Link Connect.

The reference architecture is shown in Figure 3-6.
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1 IPSECVPN is setup between On-
premises and IBM Cloud Classic.

2 Inside the IBM Cloud network, an Edge
Gateway device is used to connect to
the Power Systems Virtual Instance.

3 Direct Link Connect is used to connect
IBM Power Systems to the IBM Cloud
Network

***GRE tunnel setup may be necessary for this
setup to facilitate connectivity from PowerVS back
to the enterprise.***

Figure 3-6 Private Connection using IPsec Virtual Private Networking, Direct Link, and Edge Gateway

In this configuration, a Power Virtual Server is directly reachable from on-premises. At the
time of writing, a Virtual Router Appliance (VRA), such as an Edge Gateway, is needed in IBM
Cloud because it is not possible to use a VPN connection to connect directly to the Power
Virtual Server instance. Clients can also use the same VRA to access both IBM Cloud

resources and Power Virtual Server.
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Because IBM will not advertise the on-premises subnets over Direct Link Connect between
Power Virtual Server and IBM Cloud, various mechanisms are used to ensure communication
between Power Virtual Servers and on-premises servers:

» Generic Routing Encapsulation (GRE) configured between the Edge GW and the IBM
managed Power Virtual Server firewall. This is the preferred option.

The Edge GW in IBM Cloud is configured as the next hop for any traffic intended for
on-premises subnets from the Power Virtual Server. To define this configuration, you must
open a support ticket to request the GRE tunnel with Power Virtual Server support by
using IBM Cloud. See IBM Power Virtual Server Virtual Private Network Connectivitiy.

» Network Address Translation on the Edge GW appliance in IBM Cloud.

The Edge GW can mediate traffic between on-premises subnets and a Power Virtual
Server subnet. This works because Power Virtual Server only sends traffic to IBM Cloud
subnets that can be translated to on-premises address. This works well only if there are
just a few on-premises subnets or traffic is only initiated from the Power Virtual Server.

3.5 Production scenarios

Production environments can use a number of configurations. The following list provides
example configurations, which are further explained in this section:

» Private Connection by using IBM Cloud Direct Link, Edge GW, and Direct Link Connect

» Private Connections by using Megaport plus Direct Link Connect, which connects
on-premises servers to an IBM Cloud Power Virtual Server COLO

» Private Connection by using Megaport or with multiple COLOs connecting to multiple
regions
» Private Connection by using IBM backbone with multiple COLOs

3.5.1 Private Connection by using Direct Link, Edge GW and Direct Link
Connect

Use this scenario for enterprise connectivity when private dedicated high-speed access
through IBM Cloud is preferred and the client wants to support workloads in IBM Cloud and
Power Virtual Server environments. The Direct Link option is needed to provide private
connectivity to IBM Cloud. This configuration is useful for routing bring your own IP (BYOIP)
addresses through IBM Cloud leveraging GRE tunnels.

Define a Direct Link configuration between the on-premises servers and IBM Cloud by using
Direct Link Connect, Direct Link Exchange, or Direct Link Dedicated. The link typically
terminates on a client-owned gateway appliance and Direct Link connection configuration
between Power Virtual Server and the IBM Cloud Network. See Figure 3-7 on page 62.
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A GRE tunnel is needed in most configurations because IBM Cloud Network does not
advertise on-premises subnets over Direct Link and for BYOIP considerations.

The reference architecture is shown in Figure 3-7.
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2 Inside the IBM Cloud network, an Edge
Gateway device is used to connect to
the Power Systems Virtual Instance.
An Edge Gateway must be used to
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Systems resides
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Figure 3-7 Private Connection by using Direct Link + Edge GW + Direct Link Connect

In Figure 3-7, a GRE tunnel is built over the Direct Link Setup between IBM Cloud and an
on-premises data center. There is also a GRE tunnel setup over the Direct Link Connect
between Power Virtual Server and IBM Cloud.
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Some configuration considerations exist for the connection between IBM Cloud and
on-premises networks. For example, because IBM does not advertise the on-premises
subnets over the Direct Link between Power Virtual Server and IBM Cloud. Various
mechanisms are used to ensure traffic from Power Virtual Server to on-premises:

» GRE setup between the Edge GW and the Power Virtual Server router and firewall, which
is managed by IBM. By using the GRE setup, Edge GW in IBM Cloud will be configured to
be the next hop for any traffic intended for on-premises subnets from Power Virtual Server.
This configuration requires an opened support ticket with Power Virtual Server support,
which can be opened from the IBM Cloud console. This is the preferred option.

For more information see, IBM Power virtual Server Virtual Private Network Connectivity.

» Network Address Translation on the Edge GW appliance in IBM Cloud. The Edge GW can
direct traffic between on-premises subnets and the Power Virtual Server subnet. This
mechanism works because Power Virtual Server sends traffic to only IBM Cloud subnets
(portable subnets) that can be translated to on-premises address. This works well if there
are just a few on-premises subnets or if traffic is only initiated from the Power Virtual
Server.

3.5.2 Private Connection by using Megaport and Direct Link Connect

In this scenario, the client defines a secure, low latency, direct connection between the
on-premises network and a Power Virtual Server COLO using Megaport, a third-party
communication provider.

This usage case includes both of the following scenarios:

» Private and dedicated High speed, high bandwidth, low latency, direct connection to Power
Virtual Server environment.

» Replication from enterprise to Power Virtual Server.

The client is responsible for the last mile connectivity between the on-premises devices and
IBM Cloud data center. To set up IBM Direct Link with Megaport, create the Direct Link
Connect in the IBM Cloud portal. Then create a VXC from your port to the IBM Direct Link
cloud location. When this configuration is used, the client engages Megaport to obtain a
service key from Megaport to provision Megaport VXC and connect to the Power Virtual
Server environment. For more information about ordering from Megaport, see Megaport
ordering considerations.

The reference architecture is shown in Figure 3-8 on page 64.
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Figure 3-8 Private Connection with Megaport + Direct Link Connect (On-premises to IBM Cloud Power
Virtual Server COLO)

IBM Cloud Connect is used when the client wants a fully managed service for connectivity
between COLOs. However, IBM Network Services can also provide this as a service with IBM
Cloud Connect. IBM Cloud Connect service is an IBM Network service that uses Megaport
connectivity.

3.5.3 A Multi COLO, multi-region private connection by using Megaport
In this scenario, the client wants connectivity between two sites over the IBM Cloud

backbone. Because the Power Virtual Server subnets cannot be advertised over the cloud
backbone, GRE tunnels are necessary to create a connection between the two locations.
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The usage cases include the following scenarios:
» IBM Power deployed to more than one COLO and connectivity is required between the two

» Replication between IBM sites Production and DR systems in IBM Cloud over the IBM
Backbone

The client is responsible for the last mile between the on-premises devices and IBM Cloud
data center. To set up IBM Direct Link with Megaport, create the Direct Link Connect in the
IBM Cloud portal. Then create a VXC from your port to the IBM Direct Link cloud location.
When using this configuration, the client engages Megaport to obtain a service key from
Megaport to provision Megaport VXC and connect to the Power Virtual Server environment.
For more information about ordering from Megaport, see Megaport ordering considerations.

The reference architecture is shown in Figure 3-9.
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Figure 3-9 Private Connection by using Megaport - Multi COLO, Multi-Region
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3.5.4 A multi-COLO private connection by using IBM Cloud backbone

In this scenario, the client requires connectivity between two sites over the IBM Cloud
backbone. Because the Power Virtual Server subnets cannot be advertised over the cloud
backbone, GRE tunnels are necessary to connect the two locations.

This scenario includes the following characteristics:

» IBM Power deployed to more than one COLO and connectivity is required between the
two.

» Replication between IBM sites Production and DR systems in IBM Cloud over the IBM
Backbone.

The reference architecture is shown in Figure 3-10.
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Figure 3-10 Private Connection that uses IBM backbone - Multi COLO
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This scenario requires the following items:

» Client owned Gateways such as ATT router, Juniper VSRX, FortiGate or a client supplied
gateway at each site

» GRE tunnel from Powers to the Gateway at each location

» GRE tunnel between Gateway at site A to Gateway at Site B

Note: In this scenario, it is assumed that the enterprise is connecting to IBM Cloud through
a Direct Link configuration as shown on the diagram. However, IPsec VPN to each site can
also be an option depending on required bandwidth and use cases.

3.6 IBM Cloud connections

You can use IBM Cloud connections to connect your Power Virtual Server instances to IBM
Cloud resources on IBM Cloud classic network and Virtual Private Cloud (VPC)
infrastructures. IBM Cloud connection creates a Direct Link Connect instance, version 2.0 at
the time of writing, to connect your Power Virtual Server instances to the IBM Cloud
resources within your account. For cross-account connectivity, use IBM Transit Gateway to
interconnect your Power Virtual Server to the IBM Cloud classic and VPC infrastructures. The
speed and reliability of the Direct Link connection extends your Power Virtual Server network
to the IBM Cloud network and offers more consistent and higher-throughput connectivity, and
network traffic stays within the IBM Cloud.

Important: You can have a maximum of two IBM Cloud Power Virtual Server Direct Link
Connect connections per account per Power Virtual Server data center. To define a Power
Virtual Server IBM Cloud, you must have the required access to create the connections.

Support for Power Virtual Server workspaces with IBM Cloud connections

Power Virtual Server supports multiple workspaces from the same account. However, any
specific IBM Cloud connection can be used by only one workspace. If you want to configure a
setup with multiple workspaces for the same account and if you want these workspaces to
share an IBM Cloud connection, open an IBM Support case.

Getting started with IBM Cloud Transit Gateway

Use IBM Cloud Transit Gateway to interconnect IBM Cloud classic and VPC infrastructures
worldwide, and keeps traffic within the IBM Cloud network. With IBM Cloud Transit Gateway,
organizations can define and control communication between resources on the IBM Cloud
network, providing dynamic scalability, high availability, and private, in-transit data between
IBM Cloud data centers. Transit gateways are commonly implemented to support hybrid
workloads, frequent data transfers, private workloads, or to ease administration of the IBM
Cloud environment.
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3.6.1 Creating IBM Cloud connections with Transit Gateway

In this scenario, configure IBM Cloud Connection with Transit Gateway to establish the
communication between a Power Virtual Server environment, classic infrastructure
environment, and VPC environment. See Figure 3-11.

EZone

Classic Infrastructure Environment
m Bare matal
) Power Virtual Server Environment R
Virual Server
Classic
Impiict
router
PowerVs
Instanca »
- Classic Privale Subnat
PawerVS
Router

) > “. Transh
’ x Gataway
PawerVS Subnat .

i VPG Environment

Bare matal

ar
Virtual Server

Impict

VPC
router

v

VPC Subnet

Figure 3-11 Power Virtual Server Cloud Connection with Transit Gateway

To create an IBM Cloud connection, complete the following steps:

1. Go to the Power Virtual Server user interface and click Cloud connection as shown in
Figure 3-12.

PowerVS Server Guide
Compute
Virtu stances

Virtual appliances

Cloud connections

Figure 3-12 Selecting Cloud connection
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2. On the Cloud connections page, click Create connection as shown in Figure 3-13.

PowerV5 Server Guide /
Cloud connections Learn more [

The maximum number of connections is two.

Q  Search S Create connection +

Connection name Connection ID Speed Transit gateway Status

Figure 3-13 Creating connection

3. Specify a connection name and select a connection speed as shown in Figure 3-14.

€ Resource details

Create connections to IBM Cloud Classic, VMware using GRE tunnel, and/or VPC.
Learn more about creating Cloud Connections.

Name

connection-sao01

Speed

10 Gbps w

A speed of 10 Gbps disables GRE tunneling and the
ability to edit speed after creation

Figure 3-14 Specify connection name and connection speed

Follow these guidelines for setting the speed:

» Maximum connection speed is 10 Gbps.

» You can select 10 Gbps speed only when you are creating a new connection.

» If you select 10 Gbps as the required speed, the GRE tunneling option is disabled.

» You cannot modify a Cloud connection with 10 Gbps to be GRE capable by reducing the
speed.

» You cannot modify the speed of an IBM Cloud connection when the speed is set to
10 Gbps at the time of creation.
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4. Select Enable global routing if you need access to other data centers outside your Power
Virtual Server region as shown in Figure 3-15. For example, you can use global routing to
share workloads between dispersed IBM Cloud resources, such as Dallas to Tokyo or
Dallas to Frankfurt. If you want to enable IBM Transit Gateway for the Cloud connection,
then a global routing option is not required. Select Enable IBM Transit Gateway to
interconnect your Power Virtual Server to the IBM Cloud classic and VPC infrastructures
and to keep traffic within IBM Cloud. IBM Cloud Transit Gateway connects the private
networks, such as classic, VPC, and Direct Link. At the time of writing,

IBM Cloud Transit Gateway is available in DAL12, DAL13, FRA04, FRA05, LONO04,
LONO6, MONO1, OSA21, SAO01, SYD04, SYD05,TOK04, TOR01, and WDCO04 data
centers.

Enable global routing
Enable IBM Transit Gateway

ﬂ Early access to IBM Transit Gateway Learn more
IEM Cloud Transit Gateway provides a central hub for interconnectivity to remote Power sites,
Classic, VPC and PowerVS infrastructures across local and global regions, all without virtual
routers. Future enhancements will come through Transit Gateway.

Continue L

Figure 3-15 Enabling global routing and Transit Gateway

5. In the Virtual connections window, which is shown in Figure 3-16, you can establish a
connection between multiple Power Virtual Server workspaces across different data
centers by using an IBM Cloud Transit Gateway. You can create virtual connections that
are directly attached to the Direct Link gateway, or you can choose to connect an IBM
Cloud Transit Gateway and then create a connection from it to your networks. An IBM
Cloud Transit Gateway is required to enable virtual connections. Select the checkbox to
acknowledge that a transit gateway is required then click Continue. This setting is
required if you selected the Enable IBM Transit Gateway checkbox in the previous step.

€: Virtual connections

Connections with transit gateway are used to connect multiple Power Systems
Virtual Servers workspaces across different data centers.

I understand virtual connections must be configured by creating a transit gateway in IBM
interconnectivity.

Continue b

Figure 3-16 Virtual connection selection

Getting started with IBM Cloud Transit Gateway

Use IBM Cloud Transit Gateway to interconnect IBM Cloud classic and VPC infrastructures
worldwide to keep traffic within the IBM Cloud network. By using IBM Cloud Transit Gateway,
organizations can define and control communication between resources on the IBM Cloud
network, providing dynamic scalability, high availability, and private, in-transit data between
IBM Cloud data centers. Transit gateways are commonly implemented to support hybrid
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workloads, frequent data transfers, private workloads, or to ease administration of the IBM
Cloud environment.

With IBM Cloud Transit Gateway, you can create several types of connections:

VPCs in the same region (local routing

VPCs in different regions (global routing)

VPCs to your IBM Cloud classic infrastructure

Networks using a GRE tunnel

On-premises networks using Direct Link (2.0) to your IBM Cloud networks
Power Virtual Server

IBM Cloud classic

1. Click the hyperlink, creating a transit gateway. See Figure 3-17.

vVvVvyYvYyVvYYvYYyvYyYy

Transit Gateway

Transit Gateway Q  search [elll Create transit gateway +

Transit gateway name. Location Connections Status Cross account

Figure 3-17 Creating a Transit Gateway

2. Inthe Transit Gateway page, choose a transit gateway name, resource group, and location
as shown in Figure 3-18.

¢ Transit Gateway

IAM Enabled = IBM = Docs = API Docs

Create About

Configuration

Complete the following information to configure your transit gateway. Remember that you
can update the routing option after submitting the order.

Transit gateway name Resource group @
transit_guide default N
Location

Select the routing option that meets your connection needs. These options remain within
the IEM Cloud backbone and are optimized for security and performance.

Local routing (] Global routing @
Provides access to all VPC and Provides access to all VPC
Classic resources within the resources in all IBM Cloud
transit gateway's provisioned multizone regions. Data
region. Data transfer fees are transfer fees are charged at
charged at $0.01 per GB per $0.02 per GB per month.
manth.

Location Connectivity scope @
Sao Paulo ~ Sao Paulo (REGION)

Figure 3-18 Creating a Transit Gateway
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3. Click create and the transit is listed as available. See Figure 3-19.

Transit Gateway

Direct Link

Q Searc o e e
Transit Gateway Q  Search fe} Create transit gateway +

Transit gateway name. Location Connections Status Cross account

Sao Paulo 0 © Available

Figure 3-19 Check transit Gateway

4. In the Subnets section, click Attach existing to attach an existing subnet to the
connection. See Figure 3-20. A GRE tunnel requires that a connection be attached to a
subnet. You can create a new subnet. If you enable IBM Cloud Transit Gateway, you can
configure the GRE tunnel by using the IBM Cloud Transit Gateway interface. The table in
the page lists all the subnets that are attached to the IBM Cloud connection.

Attach existing subnet

Select the private subnet(s) to be attached to this Cloud Connection. Subnets already attached to two Cloud Connections
may not be attached to additional connections.

Q bear:h
[J] Name IP range Gateway
sub-powervs-guide 172.16.0.2-172.16.0.254 172.16.01
p &l

Figure 3-20 Selecting subnet

5. Review the summary and the terms and conditions. Click Create to create an IBM Cloud
connection as shown in Figure 3-21.

Power Systems Virtual Server / PowerVS Server Guide f Cloud connections /

Create cloud connection

@ Resource details

@ Resource details Edit &
© Virtual connections Mame connection-saoc0l1

Speed 10 Gbps
© Subnets Global routing Enabled

Transit gateway Enabled

@ Virtual connections Edit &

Using transit gateway

© Subnets Edit &
Subnet name CIDR
sub-powervs-guide 172.16.0.0/24

cenee

Figure 3-21 Review the summary
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After creating the connection, the cloud connection is available as shown in Figure 3-22.

PowerVS Server Guide [
Cloud connections

The maximum number of connections is two.

Learn more [F

Q  Search
Connection name Connection ID Speed Transit gateway Status
connection-sac01 6c2d0f85-1b3a-42de-88ca-ba2bcfb36863 10 Gbps Enabled Idle jmj
Figure 3-22 Checking Cloud connection
6. Verify the cloud connect details as shown in Figure 3-23.
PowarVS Server Guide / Cloud connections [
connection-sao0l & w
Details Edit details £
Name User IP address Connection ID Link status
connection-sao01 10.254.2.1/30 6c2d0f85-1b3a-42de-88ca-ba2bcf536863 Idle
Date created 1BM IP address Port Speed
December 1, 2022, 1:48:43 PM 10.254.2.2/30 A495f0fbf-3df3-4e56-8c3d-2d8858272188 10 Gbps

Virtual connections

Managed IBM Transit Gateway Edit £

Transit gateway is enabled on this Al endpoint must be outside of

Power Systems Virtual Server. Go to IBM Transit Gateway.

Enable global routin;

on

Attached subnets

Q. Search
Name

1P range

sub-powervs-guide 172.16.0.2-172.16.0.254

g

Attach existing ~ +

Gateway

172.16.0.1 2

Figure 3-23 Verify the cloud connection details

7. Return to the previously configured Transit Gateway page as shown in Figure 3-24.

Interconnectivity | Transit Gateway /
transit_guide © s 2
Details
Date created Resource group Routing Location
11/2/22, 556 PM default Local Sao Paulo
Connections Routes 8GR
Connections
Q  search
Connection type Name

Network

Region

Doce

S Aaa connection +

Status

Figure 3-24 Transit Gateway pane

To continue the configuration, make the following connections:

» Power Virtual Server Environment
» VPC Environment
» Classic Environment
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Connecting to Power Virtual Server Environment
See Figure 3-25 when performing the following steps:

1. To add a Power Virtual Server Environment from the Transit Gateway page, click Add

connection.

In the Network connection field, select Direct Link.
In the Existing direct links field, select your defined link.

4. In the Connection name field, choose your connection name.

Add connection

Network connection

Direct Link

Create a connection to your transit gateway. In order to connect to a Classic Access VPC, select Classic infrastructure.

Existing direct links

2 connection-sao01

Connection name

connection-sao01

Figure 3-25 Adding Power Virtual Server Connection to Transit Gateway

When the connection is successfully established, the status appears as attached.

See Figure 3-26.

transit_guide © Al 2

Details

Date created Resource group. Routing Location
11/2/22,5:56 PM default Local Sao Paulo

Connections Routes BGP

Connections

v Direct Link

Network Region

sa001 Sao Paulo 01

© Attached

Figure 3-26 Power Virtual Server Connection attached to Transit Gateway

Adding a VPC Environment

See Figure 3-27 when performing the following steps:

1. From the Transit Gateway page, click Add connection.
2. In the Network connection field, select VPC.

3. Select a Region. Click Available connections and select a connection.

Add connection

Network connection

VPC

Region

Sao Paulo

Create a connection to your transit gateway. In order to connect toa Classic Access VPC, select Classic infrastructure.

Connection reach
(®) Add new connection in this account

(O Request connection te a network in another account
Available connections (@

vpe-sao (Gen 2)

Connection name (optional)

vpe-sao

Figure 3-27 Adding VPC Connection to Transit Gateway

IBM Power Systems Virtual Server Guide for IBM AlX and Linux




Adding a Classic Environment

See Figure 3-28 and Figure 3-29 when performing the following steps:

1. From the Transit Gateway pane, click Add connection.

2. In the Network connection field, select Classic Infrastructure and provide the connection

name.

Add connection

Create a connection to your transit gateway. In order to connect to a Classic Access VPC, select Classic infrastructure.

Network connection Connection reach

Classic infrastructure v

Caonnection name (optional)

classic_connection

@ Add new connection in this account

O Request connection to a network in another account

Figure 3-28 Adding Classic Connection to Transit Gateway

3. After adding the connections, view the list of connections and the status of each as shown

in the example in Figure 3-29.

transit_guide © A 2

Details

Date created Resource group Routing Location
11/2/22, 5:56 PM default Local Sao Paulo
Connections Routes 8GP

Connections

Connection type Name Network

v Diectlnk ~ connec tion-sao01 connection-sao01
v VRC vpe-sao vpc-sao  (Gen2
v Classic infrastructure classic_connection

Region

Sao Paulo 01

Sao Paulo

Status

© Attached

© Attached

© Attached

Add connection +

Figure 3-29 Connections established at the s gateway

Creating a report of the generated routes
Create a report of the generated routes.

1. To view a report of the generated routes, click the Routes tab. See Figure 3-29.
2. Click Generate report to view a report of the generated routes. See Figure 3-30.

Connections Routes BGP

Route report @ Generated on12/1/22, 2:31 PM

Q search

Route Connection
172.16.0.0/24 connection-sac01
10.250.0.0/18 vpe-sao
10.2650.64.0/18 vpe-sao
10.250.128.0/18 vpe-sao
10.150.152.192/26 classic_connection
10.264.0.24/30 classic_connection

Itemsperpage: 25 v 1-60f6items

Conflict

None

None

None

None

None

o oL

1 v oflpages

Generatereport  +

Figure 3-30 Routes Generate report
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Click the BGP tab to view the generated Border Gateway Protocol (BGP) routes. See

Figure 3-31.

W Generatereport  +

Connections Routes BGP

BGP © Generated on 12/1/22, 2:31 PM

Q  Search @
Route Connection Type Local preference AS Path

172.16.0.0/24 connection-sa001 Direct Lini 195 4206000029 64998
10.250.0.0/18 vpc-sao veC 195 4203065536

10.250.64.0/18 vpe-sao veC 195 (65201 4201065570) 4203065570
10.250.128.0/18 vpe-sao vPC 195 (65201 4201065571) 4203065571
10.150.152.192/26 classic_connection Classic infrastructure 195

10.254.0.24/30 classic_connection Classic infrastructure 195

Figure 3-31 BGP generated report

Viewing the configured environment
Examine the configured environment and connectivity.

Examine the Virtual Server Instance for VPC as shown in Figure 3-32.

Virtual server instances for VPC

Region:  SaoPaulo v Q  Search items
Name Status Resource group Virtual Private Cloud Profile Reserved IP ()
vpe-lab-guide @ Running default vpo-sao bx2-2x8 10.250.0.7

Items perpage: 10 ¥ litem

@

Floating IP

13.116.86.103

1 v oflpage ¢ *+

Figure 3-32 Virtual Server Instance for VPC

Verify the Virtual Server Instance for Classic Infrastructure. See Figure 3-33.

Devices
Q Search onall columns v c
Device name 1 Lastknown status Device type Location Public IP Private IP
-DE-AL =
T AN M © Running Virtual Server Sao Paulo 1 169.57.223.118 10.150.152.202
s-Account.cloud

- @

Start date

2022-11-03

Figure 3-33 Virtual Server Instance for Classic Infrastructure

Verify the Power Virtual Server Instance as shown in Figure 3-34.

PowerVS Server Guide [

Virtual server instances

Servers Server placement group
Q. Ssearch
Name 1Ps Operating system Cores. Memory Status
aix_lab_guide 172.16.0.183 AIX 0.25 cores 4GiB @ Active

Learn more [F

[&l Create instance +

Figure 3-34 Power Virtual Server Instance
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Examine Classic to Power Virtual Server environment communication. See Figure 3-35.

[root@virtualserver@l ~1# ping 172.16.0.183

PING 172.16.0.183 (172.16.0.183) 56(84) bytes of data.

64 bytes from 172.16.0.183: icmp_seq=1 ttl=248 time=0.701 ms
64 bytes from 172.16.0.183: icmp_seq=2 ttl=248 time=0.474 ms
~C

-—- 172.16.0.183 ping statistics ———

2 packets transmitted, 2 received, 0% packet loss, time 999ms
rtt min/avg/max/mdev = ©.474/0.587/0.701/0.116 ms
[root@virtualserver@l ~1# ssh root@172.16.0.183

RSA key fingerprint is SHA256:HQbvpicrs9CFHiT1ZhraZOUZ/JIXjNXQ2fWG34dIS1XY.
RSA key fingerprint is MD5:88:fa:5a:65:38:af:el:bd:89:53:ca:42:28:68:63:5d.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '172.16.0.183' (RSA) to the list of known hosts.
root@172.16.0.183's password:

Last login: Thu Dec 1 14:48:12 CST 2022 on /dev/pts/@ from 10.250.0.7

The authenticity of host '172.16.0.183 (172.16.0.183)' can't be established.

Welcome to AIX Version 7.2!

Please see the README file in /usr/lpp/bos for information pertinent to
this release of the AIX Operating System.

KKK K K K X K X

XK K K K X K K

*

Figure 3-35 Classic to Power Virtual Server environment communication

Examine the Power Virtual Server to Classic communication information. See Figure 3-36.

[root@virtualserver@l ~1# ssh root@172.16.0.183
root@172.16.0.183's password:
Last login: Thu Dec 1 14:51:52 CST 2022 on /dev/pts/1 from 10.150.152.202

Welcome to AIX Version 7.2!

Please see the README file in /usr/lpp/bos for information pertinent to
this release of the AIX Operating System.

XK K X X K K K X

KKK K K K K K X

# ping 10.150.152.202

PING 10.150.152.202 (10.150.152.202): 56 data bytes

64 bytes from 10.150.152.202: icmp_seq=0 ttl=57 time=0 ms
64 bytes from 10.150.152.202: icmp_seq=1 ttl=57 time=0 ms
64 bytes from 10.150.152.202: icmp_seq=2 ttl=57 time=0 ms
rC

--— 10.150.152.202 ping statistics -——

3 packets transmitted, 3 packets received, 0% packet loss
round-trip min/avg/max = ©/0/0 ms

#

Figure 3-36 Power Virtual Server to Classic communication
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VPC to Power Virtual Server communication is shown in Figure 3-37.

[root@vpc-lab-guide ~1# ping 172.16.0.183

PING 172.16.0.183 (172.16.0.183) 56(84) bytes of data.

64 bytes from 172.16.0.183: icmp_seq=1 ttl=247 time=0.452 ms

64 bytes from 172.16.0.183: icmp_seq=2 ttl=247 time=0.573 ms

~C

—--- 172.16.0.183 ping statistics --—-—

2 packets transmitted, 2 received, 0% packet loss, time 999ms

rtt min/avg/max/mdev = ©.452/0.512/0.573/0.064 ms

[root@vpc-lab-guide ~1# ssh root@172.16.0.183

The authenticity of host '172.16.0.183 (172.16.0.183)' can't be established.
RSA key fingerprint is SHA256:HQbvpicrs9CFHiT1ZhrazOUZ/JIXjNXQ2fWG34dIS1XY.
RSA key fingerprint is MD5:88:fa:5a:65:38:af:el:bd:89:53:ca:42:28:68:63:5d.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '172.16.0.183' (RSA) to the list of known hosts
r00t@172.16.0.183's password:

Last login: Thu Dec 1 14:12:34 CST 2022 on /dev/vty@

*
*

* Welcome to AIX Version 7.2!

*

*

* Please see the README file in /usr/lpp/bos for information pertinent to
* this release of the AIX Operating System.

*

*

# [

XK K K K K K X K

Figure 3-37 VPC to Power Virtual Server communication

Power Virtual Server to VPC communication is shown in Figure 3-38.

[root@vpc-lab-guide ~1# ssh root@172.16.0.183
root@172.16.0.183's password:
Last login: Thu Dec 1 14:47:14 CST 2022 on /dev/pts/@ from 10.250.0.7

Welcome to AIX Version 7.2!

Please see the README file in /usr/lpp/bos for information pertinent to
this release of the AIX Operating System.

LR R R SN D N O
* X X X X X X ¥ X

# ping 10.250.0.7

PING 10.250.0.7 (10.250.0.7): 56 data bytes

64 bytes from 10.250.0.7: icmp_seq=0 ttl=57 time=0 ms
64 bytes from 10.250.0.7: icmp_seq=1 ttl=57 time=0 ms
64 bytes from 10.250.0.7: icmp_seq=2 ttl=57 time=0 ms
64 bytes from 10.250.0.7: icmp_seq=3 ttl=57 time=0 ms
~C

——- 10.250.0.7 ping statistics ———

4 packets transmitted, 4 packets received, 0% packet loss
round-trip min/avg/max = 0/0/0 ms

#

Figure 3-38 Power Virtual Server to VPC communication
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IBM Cloud Classic to VPC communication is shown in Figure 3-39.

[root@virtualserver@l ~1# ifconfig -a
eth@: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 10.150.152.202 netmask 255.255.255.192 broadcast 10.150.152.255
inet6 fe8@::42d:ceff:fe65:3bbc prefixlen 64 scopeid 0x20<link>
ether 06:2d:ce:65:3b:bc txqueuelen 1000 (Ethernet)
RX packets 723039 bytes 193405153 (184.4 MiB)
RX errors @ dropped @ overruns @ frame @
TX packets 672768 bytes 60682034 (57.8 MiB)
TX errors @ dropped @ overruns @ carrier @ collisions @

ethl: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 169.57.223.118 netmask 255.255.255.240 broadcast 169.57.223.127
inet6 fe8@::436:90ff:fef6:e9ca prefixlen 64 scopeid @x20<link>
ether 06:36:90:f6:e9:ca txqueuelen 1000 (Ethernet)
RX packets 5262769 bytes 405235327 (386.4 MiB)
RX errors © dropped @ overruns @ frame 0@
TX packets 2756028 bytes 443995711 (423.4 MiB)
TX errors @ dropped @ overruns @ carrier © collisions @

lo: flags=73<UP,LOOPBACK,RUNNING> mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
ineté ::1 prefixlen 128 scopeid @x1@<host>
loop txqueuelen 1000 (Local Loopback)
RX packets @ bytes 0 (0.0 B)
RX errors © dropped © overruns @ frame ©
TX packets @ bytes 0 (8.0 B)
TX errors @ dropped @ overruns @ carrier © collisions @

[root@virtualserver@l ~1# ping 172.16.0.183

PING 172.16.0.183 (172.16.0.183) 56(84) bytes of data.

64 bytes from 172.16.0.183: icmp_seq=1 tt1l=248 time=0.865 ms
64 bytes from 172.16.0.183: icmp_seq=2 ttl=248 time=0.388 ms
64 bytes from 172.16.0.183: icmp_seq=3 ttl=248 time=0.368 ms
AC

——- 172.16.0.183 ping statistics -——

3 packets transmitted, 3 received, 0% packet loss, time 2000ms
rtt min/avg/max/mdev = 0.368/0.540/0.865/0.230 ms
[root@virtualserver@l ~1#

Figure 3-39 Classic to VPC communication

VPC to IBM Cloud Classic communication is shown in Figure 3-40.

# ifconfig -a
end: flags=1e@84863,814c@<UP,BROADCAST,NOTRAILERS, RUNNING, SIMPLEX, MULTICAST, GROUPRT, 64BIT, CHECKSUM_OFFLOAD(ACTIVE), LARGESEND, CHAIN>
inet 172.16.0.183 netmask Oxffffffee broadcast 172.16.0.255
tcp_sendspace 262144 tcp_recvspace 262144 rfcl323 1
enl: flags=1e@84863,814c@<UP,BROADCAST,NOTRAILERS, RUNNING, SIMPLEX, MULTICAST, GROUPRT, 64BIT, CHECKSUM_OFFLOAD(ACTIVE), LARGESEND, CHAIN>
inet6 fe80::a801:46ff:fee3:4db4/64
tcp_sendspace 262144 tcp_recvspace 262144 rfcl323 1
sit@: flags=8160041<UP,RUNNING, LINK@>
inet6 ::/96
1o0: flags=e0@8@84b,c@<UP,BROADCAST, LOOPBACK, RUNNING, SIMPLEX, MULTICAST, GROUPRT, 64BIT, LARGESEND, CHAIN>
inet 127.0.0.1 netmask 0xff@@e00@ broadcast 127.255.255.255
inet6 ::1%1/128
tcp_sendspace 131072 tcp_recvspace 131072 rfc1323 1
# ping 10.150.152.202
PING 10.150.152.202 (10.150.152.202): 56 data bytes
64 bytes from 10.150.152.202: icmp_seq=@ ttl=57 time=0 ms

Figure 3-40 VPC to Classic communication
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Managing Workloads on IBM
Power Virtual Server for IBM AIX
and Linux deployments

This chapter describes working in an IBM Power Virtual Server environment on IBM Cloud for
AlIX and Linux.

The content in this chapter is derived from actual experiences while deploying and managing
workloads on-premises and in the IBM Cloud with the IBM Power Virtual Server.

This chapter provides the following information:

» 4.1, “Hints and tips for AIX and Linux” on page 82.
» 4.2, “Using snapshots on AIX and Linux instances” on page 87.
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4.1 Hints and tips for AlIX and Linux

The hints and tips that are presented are from actual life experiences. After reading this
chapter, you will be familiar with the VNC console, SSH tunneling, console by way of the LAN
adapter, and taking snapshots on AlX and Linux instances.

4.1.1 Pre-configurations using VNC console

This section shows how to connect to an AlX or Linux VM after deploying your system.
1. From the dashboard, open the page to list the Virtual Server instances.

2. For a specific server, open the pull-down menu at the end of the line for that server and
select Open console. For this example, the MonoGambetta-RearServer is selected. See

Figure 4-1.

BS - Power Systems Virtual Server SYD05 /

Virtual server instances Learn more [
servers Server placement group 1.Click on the 3 points
o e “
Name IPs Operating system Cores Memory Status
test-CS2809416 192.168.160.130 AIX 0.25 cores 2GiB
AbdonNimAIX 192.168.4.137,192.168.159.133 AIX 0.25 cores 8GiB

AbdonApacheServerCentos 192.168.159.130, 192.168.4.45 Linux 0.25 cores 2GiB © Active :
MonoGambetta-RearServer 192.168.4.156,192.168.159.134 Linux 0.5 cores 8GiB © Active l:l
GPC-Bolso-Rhel8 192.168.4.89,192.168.159.132 Linux 0.5 cores 8GiB [

0S shutdown
bs-lnxl. 192.168.4.11,192.168.159.131 Linux 0.5 cores 16 GiB [

Immedia

Restart

2. Click open Console
Open console

Select the Virtual Machine Dl
elete

Figure 4-1 Opening console on Power Virtual Server for AlX or Linux
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3. After a new window opens, the default credentials are displayed for the initial login. For
AlX, the user ID root is in the server’s login prompt and the password field is empty. For
Linux systems, you can use any user ID created on the Linux server. This example uses
the Linux user shubbert, which was created by using ssh. See Figure 4-2.

BS - Power Systems Virtual Server SYDO5 / 3
5 o VNC Console Window
Virtual server instances Learn more [7

NOVNC-Google Chrome
servers Server placement group

G search &
Password: login: timed out after 60 seconds

Cent0S Stream 8
Kernel 4.18.0-373.e18.ppc64le on an ppc6dle

Name Ps

test-C52809416 192.168 Activate the web console with: systemctl enable --now cockpit.socket jve

AbdonNimAIX 192.168, monogambetta-rearserver login: shubbert bve
Password:
[shubbert@monogambetta-rearserver ~1$ I

AbdonApacheServerCentos 192.168:
MonoGambetta-RearServer 192.168.
GPC-Bolso-Rhel8 192.168

bs-Inx1 192.168

Selected Machine for console

Figure 4-2 Opened console for IBM AlX/Linux on Power Virtual Server

4. Ifyoulogin as root on an AIX machine, you are prompted to change the password. Define
a new password for user ID root as shown in Figure 4-3.

e

's Password: Password Expired Warning need to change it
You enteredwd login name or password.
login: root

[compat]: Your password has expired. Please choose a new password.

root's New password:le Type new password

minimum of 1 non-alphabetic character
minimum of 1 digit Be careful, password

minimum of ©® special character restrictions in place
minimum of 15 characters in length

Your password failed to meet:
minimum of 15 characters in length

I — é_Type your selected strong password

Ll .
Re-enter root's new password:
RS S SRS S SRS E ST SRS SR TSRS LSS EES LR

*

Welcome to AIX Version 7.3!

* O K K ¥
* R O K X ¥

Dlasca caa tha BFANME fila in fucr/1nnfhne fAar infarmatinn nartinant t+n

Figure 4-3 Change the password of user ID root

5. Accept the software agreements, if requested, and the shell command line is displayed by
VNC.
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4.1.2 Remote access to AIX or Linux Services by tunneling
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The ports that use a public IP address might be blocked. To connect to your service through
public IP networks, use SSH tunneling, or configure your certificates and use SSL.

Before you use an SSH tunnel, you must create a user profile in the virtual machine.

In the following example, follow the steps to access the service by configuring SSH tunneling:

1. Open a PuTTY terminal and create a session by using the public IP address of the server
as shown in Figure 4-4. The example shows the public IP address of
monoGambetta-RearServer.

YT e
? *
1.Type External IP

asic o n
Specily the ouwart ig clfinect to
Hast Name (or IP address) Part
[135.3072134 |2 |

Connection type:
QO Raw ) Teinet O Rlogin O Seiial

r delete 3 s

ored session
2_.Select ssh protoc|

a connection name

- Alogin
] S3H
' e
Host keys
i Cipher

- Auth v

About Help Cancel
;. \
447 =\ ¥l

Figure 4-4 Set PuTTY terminal

The ports required to configure PuTTY are listed in Table 4-1. For this scenario, as a test,
http traffic is forwarded through port 80 and mysq| traffic is forwarded through port 3306.

Table 4-1 Ports that are required to setup on PuTTY

Source port Destination Source port Destination
80 localhost:80 80 localhost:80
3306 localhost:3306 3306 localhost:3306

After opening the PuTTy Configuration window, use the following steps to define the SSL
tunnels for each port. For steps a-j, refer to Figure 4-5 on page 85

a. In the left Category panel, select Connection — SSH — Tunnels

b. Inthe Source port field, enter the source port number. In the example, the port number
is 3306.

In the Destination field enter localhost:3306
. Select the checkbox Remote ports do the same (SSH-2 only).

a o
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B puTrY Configunation 4 ik on both checkbox?

Categary:
=1 Window Al Options controling 55H port fanwarding
-~ Appearance oit forwarding
-~ Behaviour

ST aralation ¥] Local ports accept connections from other hosts

1.Click on Connectior.g_ Selection Remate parts do the same [SSH-2 anly)

& - Colours Forwarded parts; it
|- Connection
La0 lncalhaost: G0 5 Type Source Port

Data
Prosy

2.Click on ssh

- ;IEDII;: Add new fonwarded pg GType Destination Ip and Port
* S5H Source port P Y
p B PuTTY Configunion T ox
b Rex |
\ Host keys Destination 5 T
. Cipher @ Local (O Remote: ) Dynarni Specip Ittt et 1 vt 1
3.Click on Tunnels = @ s ® Ao OlPva OIPve u;;uwmb SAP\;E“'
i , s ok o
i 7 Click Add
™ Tunnels
b Bugs =
b More bugs £
-~ Seial v b =
8.Scroll Back to S&ssigps O @t
e
o e e
g -~y A\l
10 1 % 1 pixeles 100

Figure 4-5 Set the source ports on PuTTY

Note: Steps a-j are repeated for each port listed in Table 4-1 on page 84.

o

Scroll to the top of the left Category panel.

—n

Select Session.
Click Save to save the defined SSH tunnel settings.

2 @

Click Open at the bottom of the Session page in PuTTY, and click Yes to trust this host
and connection.

A new window terminal is displayed. For AlX systems, log in as user ID root. For Linux
systems, use a previously defined user.

j- Click Enter to finish defining the connection. Hold the terminal opened as shown in
Figure 4-6 on page 86.
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F =1 ——— TR — Teeses . s
EP root@manogambetta-rearserveri~ — O x
|

|#? login as: root ‘
|#* Authenticating with public key "mabel@MartinWS40NE" "
Aot ivate the web console with: systemctl ensbhle —-now cockpit.socket

:Last login: Wed Oct 12 17:56:59 Z0Z2
[rootimonoganbetta-rearserver ~]# |:|

ﬂ Windows Security Alert x

@ Windows Defender Firewall has blocked some features of this
app

‘indows Defender Firewall has blocked some Features of S5H, Telnet and Rlogin client on all
public and private networks.,

f Mame: 55H, Telnet and Rlogin client
Publisher: Simon Tatharm
Path: C\program filesyputbyiputty . exe

Allowy 55H, Telnet and Rlogin client ko communicate on these networks:

Private networks, such as my home or work network

Public networks, such as those in airports and coffee shops (nat recommended
because these netwarks often have little or no securityd

i ‘what are the risks of allowing an app through a firewall?

o <

!;’ Allow access Cancel

Figure 4-6 PuTTY login for root

Important: The tunneling that is defined by using PuTTY is for a Windows system. If a
session connects successfully as shown in Figure 4-6, you get a warning from your
windows firewall that services are starting on your machine, which are the ones forwarded.
If you use another operating system such as Linux or Mac system, then the SSH tunneling
to allow IBM i Access Client Solutions (ACS) to connect over the External IP is different.
For more information, see Using SSH tunneling to permit ACS to connect over the public
IP.
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2. Connect to the web server, and mysql server, through the defined SSH tunnels as shown

O (1) Whatstpp % | M Inbox - elprofemarto?s X @ 1BM Redbooks x [N MysaLs B mysat worksench
. Mysqi@127.001:3306
Redirected Port from our server—a
< ¢ Rt e FIf Edi View Ouey Databmse Sever  Took  Sciping  Help
i=l
Mavigator Querp 1 QL Ad
MANAGEMENT
© server status Connection Name
2 Client Connection: /
A Users and Privileges ~ mai
59 stotus and System Voriables \1\ Host monogambetta-rearserver.pi
3 oot bt Socket: fvarlibmysal/mysal.sock
7 ate Bxpol MySoL. Port: 306
< Data Import/Restore Server version: 8.0.26 (Source distribution)
NSTANCE Compiled For: Linux {ppcb4le)
B stortup  shutdown Configuration Fil unknown
A Running Since: Thu Oct 13 11:01:33 2022 (0:0
AL Serverlogs
A~ options File iy
Connected to the mysgl on cloud
PERFORMANCE
@ R S through the ssh tunnel
Wha‘t A, C st Available Server Features
an D &7 Performanice Reports —
Use Cas es f 0 for YO u £\ Pertamance sehema Setup Performance Schema: on Windows Authentication
or Al on 1BV Thread Pocl: nfa Password vaidation:
Z Memeached Plugin: nja Audic Log:
Uploaded a version of Redbooks.com page for Sermisync Replication Plugin: nja Firewal
testing purposes to our Web Server 5L Awailability: @ on Firemal Trace:
Administration Schemas Server Directories Contex!
Information Output
g - No connection established 1 agtion cupue =
[— o < .
W o] 1100 ]

Figure 4-7 SSH tunneling access to apps

Important: For this scenario, ports 3306 and 80 are chosen as the source port numbers.
This values were configured in PuTTY. Do not change the source port numbers. When
using telnet, avoid making the source port the same as the destination.

4.2 Using snapshots on AIX and Linux instances

Snapshots are taken to create a checkpoint in IBM i VMs for a possible rollback. It uses
copy-on-write techniques to minimize snapshot time to near zero.

To ensure the data integrity, perform a disk stage on IBM i to save data cached in memory.

Snapshots are useful for change management tasks:

» Before performing an OS upgrade
Before installing PTFs

Before making changes to system values
Before updating application programs

vYyy

Remember: Snapshot is not a backup mechanism. Unless the snapshot is a completed,
full backup, then if you delete the source volume, the snapshot is also deleted. You cannot
use one snapshot in a different system to the source instance; you cannot move snapshot
data to other medium; and you cannot mount snapshots on a new system for backup
purposes as is done with PowerHA SystemMirror.
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4.2.1 Taking snapshots
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Snapshots can be taken from only the command line using APIs or IBM Cloud CLI. Some
knowledge of the IBM Cloud CLI is required to perform this task.

Installing and using IBM Cloud CLI

This section describes installing IBM Cloud CLI on Windows. For further information refer to
the official IBM Cloud online documentation: Getting started with the IBM Cloud CLI.

For Windows, some functions are not supported unless you are running Windows 10 Pro or
later.

1. Open a PowerShell window as Administrator and run the command as shown in
Example 4-1.

Example 4-1 Run the install command

[Net.ServicePointManager] ::SecurityProtocol = "T1s12, T1sll, Tls, Ss13";

jex (New-Object
Net.WebClient).DownloadString('https://raw.githubusercontent.com/IBM-Cloud/ibm-clo
ud-developer-tools/master/windows-installer/idt-win-installer.psl')

This process can take some time. When the install command finishes, restart the system.

2. On a command window, run the command as shown in Example 4-2 to verify that setup
succeeded.

Example 4-2 Check ibmcloud cli setup process

ibmcloud dev help

If you are able to view the help text, then the installation is successful.
3. Connect to your account as shown in Example 4-3 and continue installing the plug-ins.

Example 4-3 Logon to your account

ibmcloud login

4. The system prompts you for your account information, which is typically your email
address and password.

When you have more than one account, select one account and the region using the item
number on your window.

5. To install the required plug-in to work with Power Virtual Server, run the command as
shown in Example 4-4.

Example 4-4 Install Power laaS plug-in

ibmcloud plugin install power-iaas

6. Click y when asked to continue with setup process.
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7. List the available services. See Example 4-5.

Example 4-5 List available services

ibmcToud pi service-Tist

Example 4-6 shows the list of available services.

Example 4-6 List the available services

C:\Users\martin>ibmcloud pi service-Tist

Listing services under account PIL Support as user martin@abeleira.uy...

ID

Name
crn:vl:bluemix:public:power-iaas:syd05:a/af339adbfd124f99a5cea8271bf030cc:86ae0e84
-1dd4-40a9-9901-b44e811de9d2:: BS - Power Virtual Server SYDO5

8. Use the listed ID of the Cloud Resource Name (CRN) in the
ibmcloud pi service-target <crn>command as shown in Example 4-7.

Example 4-7 Target the service to use

C:\Users\martin>ibmcloud pi service-target
crn:vl:bluemix:public:power-iaas:syd05:a/af339adbfd124f99a5cea8271bf030cc:86ae0e84
-1dd4-40a9-9901-b44e811de9d2: :

Targeting service
crn:vl:bluemix:public:power-iaas:syd05:a/af339adbfd124f99a5cea8271bf030cc:86ae0e84
-1dd4-40a9-9901-b44e811de9d2::...

9. To list the available instances, run the command ibmcloud pi ins. See Example 4-8.

Example 4-8 List instances

C:\Users\martin>ibmcloud pi ins

Listing instances under account PIL Support as user martin@abeleira.uy...

ID Name Path

b841d73d-d89f-417b-8524-276cc56b230f  morro-garcia-AIXNfs
/pcloud/vl/cloud-instances/20b08814cdal4b62a71fa685a36b9f9b/pvm-instances/b841d73d-d89f-417b-8524-276cc56b230f
5269d87b-152b-4879-8614-86d1155030d0  test-CS2809416
/pcloud/v1/cloud-instances/20b08814cdal4b62a71fa685a36b9f9b/pvm-instances/5269d87b-152b-4879-8614-86d1155030d0
e0dc7bda-f9f2-4aea-af24-chad2aeabb76  AbdonNimAIX
/pcloud/v1l/cloud-instances/20b08814cdal4b62a71fa685a36b9f9b/pvm-instances/e0dc7bda-f9f2-4aea-af24-c5a42aeabb76
56dd3f79-fbf4-411c-97e7-3361bb5bcd37  AbdonApacheServerCentos
/pcloud/v1l/cloud-instances/20b08814cdaldb62a71fa685a36b9f9b/pvm-instances/56dd3f79-fbf4-411c-97e7-3361bb5bcd37
2168c2e3-5268-46dd-bcfc-e2b1369f2787  MonoGambetta-RearServer
/pcloud/v1/cloud-instances/20b08814cdaldb62a71fa685a36b9f9b/pvm-instances/2168c2e3-5268-46dd-bcfc-e2b1369f2787
d9d66851-7239-4a7f-all5-ebe4120a883f  GPC-Bolso-Rhel8
/pcloud/v1l/cloud-instances/20b08814cdal4b62a71fa685a36b9f9b/pvm-instances/d9d66851-7239-4a7f-all5-ebed4120a883f
01c96c47-fb5e-46a0-99e6-416f8882bd9d  bs-Tnx1
/pcloud/v1l/cloud-instances/20b08814cdalab62a71fa685a36b9f9b/pvm-instances/01c96c47-fb5e-46a0-99e6-41618882bd9d

You can copy the instance ID from this list and use it to specify which instance to quiesce
to create a snapshot.

10.Return to the console or terminal session and stop the database, which in this example is
mysql. See Example 4-9.

Example 4-9 Perform a disk stage and quiesce database

[root@monogambetta-server]# systemctl stop mysqld

Stop any servers that are running database services or transactional services that might
be affected during the snapshot, before running the snapshot command.
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11.After the services are stopped and transactions are held in memory, take the snapshot.
Enter the following command and choose a name to identify the snapshot:

ibmcloud pi snapshot-create <VM instance id> <snapshot id>

Refer to Example 4-10.

Example 4-10 Take the snapshot using ibmcloud cli

C:\Users\martin>ibmcloud pi snapshot-create 2168c2e3-5268-46dd-bcfc-e2b1369f2787
--name MonoGambetta-snap

Creating snapshot for instance 2168c2e3-5268-46dd-bcfc-e2b1369f2787 under account
PIL Support as user martin@abeleira.uy...

0K

Snapshot MonoGambetta-snap with ID of cea0a4d9-5e29-4527-bd34-fa81c9e3944a has
started.

12.Use the command ibmcloud pi snaps to list the snapshots. Examine the snapshot state
next to the Instance ID and Snapshot ID. Wait for the status to be listed as Available.

13.When the status is available, resume database activity as shown in Example 4-11.

Example 4-11 Resume database activity

[root@monogambetta-server]# systemctl start mysqld

4.2.2 Restoring the snapshot

90

If necessary, you can restore the volume to its previous state when the snapshot was taken.
1. Before restoring the snapshot, power-off your VM instance.
» Use the following command to restore the snapshot data:

ibmcloud pi snapshot-restore <instance_id> --snapshot <snapshot _id>

See Example 4-12.

Example 4-12 Restoring the snapshot

C:\Users\martin>ibmcloud pi snapshot-restore 2168c2e3-5268-46dd-bcfc-e2b1369f2787
--snapshot cea0a4d9-5e29-4527-bd34-fa81c9e3944a

Restoring snapshot for instance 2168c2e3-5268-46dd-bcfc-e2b1369f2787 under account
PIL Support as user martin@abeleira.uy...

0K

Restoring snapshot cea0a4d9-5e29-4527-bd34-fa81c9e3944a has started.

2. To view the status of the restore, enter the command ibmcloud pi snaps.
3. After the snapshot is restored, start the VM instance.
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Migration and deployment to
Cloud with IBM Power Virtual
Server

This chapter provides descriptions about how to deploy and migrate AlX and Linux operating
systems to IBM Power Virtual Server.

The following topics are discussed:

5.1, “Power Virtual Server workspace and instance” on page 92.

5.2, “Deploying an AIX Power Virtual Server’ on page 97.

5.3, “Migrating AIX to a Power Virtual Server” on page 107.

5.4, “Migrating AIX to a Power Virtual Server using a mksysb file” on page 118.

5.5, “Deploying Linux on a Power Virtual Server” on page 133.

5.6, “Using PowerVC to migrate a Linux image to the Power Virtual Server’ on page 141.
5.7, “Migrating SAP workloads to IBM Cloud by using Power Virtual Server” on page 147
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5.1 Power Virtual Server workspace and instance

Before you create a virtual server, note the difference between a Power Virtual workspace
and a Power Virtual Server instance.

A Power Virtual Server workspace is a container for all Power Virtual Server instances at a
specific geographic region. The Power Virtual Server workspace is available from the
Resource list in the Power Virtual Server user interface. The workspace can contain multiple
Power Virtual Server instances. For example, you can have two Power Virtual Server
workspaces, one in Dallas, Texas, and another in Washington, D.C. Each service can contain
multiple Power Virtual Server instances.

Note: In the context of this document, a colocation facility or service, often referred to as a
COLO, is an off-premise data center that provides computing services, such as Power
Virtual Servers.

5.1.1 Creating a Power Virtual Server workspace

To create and configure an IBM Power Virtual Server, complete the following steps:
1. Log in to the IBM Cloud catalog with your IBM Cloud account credentials.

2. In the catalog's search box, type Power Systems and click WorkSpace for Power
Systems Virtual Server as shown on Figure 5-1.

Catalog
Q. Power Systems x
Category ~ Search results for ‘Power Systems’

= Compute (3)
@ Networking (1) Viewing 15 products
H Storage (5)

) AI/ Machine Learning (1)

@) p
W Analytics (2) . L |
ag, Workspace for Power Systems Virtual Portworx Test @
= Databases (3) Server By Portworx Inc
</> Developer tools (1) By IBM
| Logging and menitoring (1) Provision flexible, secure, and scalable compute Portworx Test

capacity for Power Systems enterprise workloads
€ Integration (2)

@ Internet of Things (1)

IAM-enabled « IBM supported IAM-enabled = Third party supy

Figure 5-1 Searching for IBM Power System Virtual Server on IBM Cloud catalog
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3. Click Workspace. Click Create as shown in Figure 5-2.

Workspaces

A workspace is a free working environment tied to a single data center where compute, networking and storage resources are deployed. Resources cannot be moved or shared between workspaces.

Figure 5-2 Selecting IBM Power Virtual Server region

All locations v

4. Specify a name for your workspace, select your resource group. Select your Region and
then click Create as shown in Figure 5-3.

Create workspace

Create About

Workspace name

PowerVs Server Guide

Resource group

default ~
Region

Sao Paulo 01 ~
user tags @

itso X lab X

Access management tags (D

Examples: envidev, version-1

Cancel Create

Figure 5-3 Creating the Power Virtual Server workspace

5. From the Resource List, select your Power Virtual Server workspace under compute as
shown in Figure 5-4.

v Name T Group Location Product Status Tags

Q Filter by name or IP address. Filter by group or org... v Filter. v Q_ Filter. Q_ Filter. Filter. v

~ Compute (5)

() Power Systems Virtual Dallas default Dallas Workspace for Power Systems Virtu... @ Active -
@ PowerVs Demo default Sao Paulo 01 Workspace for Power Systems Virtu... @ Active -
(@ PowerVS London default London 04 Workspace for Power Systems Virtu... ® Active -
(@ PowerVs SA001 default Sao Paulo 01 Workspace for Power Systems Virtu... @ Active -
@ PowerVs Server Guide default Sao Paulo 01 Workspace for Power Systems Virtu.. @ Active itso 41
(@ PowerVs WDC default Washington DC Workspace for Power Systems Virtu... @ Active -

Figure 5-4 IBM Cloud Resource List
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5.1.2 Networking VLANs and subnets
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This section shows a summary of the configuration connectivity to Power Virtual Server and
the configuration and addition of a private network subnet.

The Virtual LAN (VLAN) on the IBM Power Infrastructure network, provides an
enterprise-grade private network with full isolation and security. Each VLAN is Public or
Private, and is assigned to a specific data center for a specific IBM Cloud Account.

Each VLAN is associated with a single Subnet:

» Public VLAN (only one per region) and a public subnet.

A Public Subnet is the quickest and simplest way to connect to an IBM Power Virtual
Server instance. The public network is protected by a firewall and only the following
network protocols are allowed:

— SSH (port 22).

— HTTPS (port 443).

— Ping (ICMP).

— IBM i 5250 console emulation with SSL (port 992).
» Private VLAN and a private subnet.

A Private Subnet is required for the connection of your virtual instances with systems
outside of the IBM data centers. This subnet is an internal network that can be used to
connect individual IBM Power Virtual Servers with each other.

If you want to separate different types of network traffic in your configuration, you can order
more subnets (and their respective VLANS).

Additional VLANs and subnets lead to traffic separation, not increased performance.
Performance increases when additional VLANs and subnets are associated to a host. When
multiple network interfaces are used, performance increases are possible depending on the
use case:

» Bonding of the network interfaces by creating a network path with the network throughput
of both interfaces

» Traffic separation that uses two network, which avoids a single network becoming a
bottleneck. For example, a network for storage I/O only

With IBM Power Virtual Server as an example, a single threaded Linux network interface can
reach 100% CPU Thread utilization even though the performance limits of the network path
itself are still not reached. Additional network interfaces attached to another VLAN and subnet
can increase performance.

By default, your server has a private IP address. If you use public subnets, a public IP
address is assigned in addition.
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Configuring and adding a private network subnet

You can configure a private network subnet when you create an IBM Power Virtual Server.
Specify a subnet a name and specify a classless inter-domain routing (CIDR). When you
specify a CIDR, then the Gateway, IP range, and DNS server are automatically populated.
Use CIDR notation when you choose the IP ranges for your private network subnet. For more
information, see RFC 1518 and RFC 1519.

For example, 192.168.100.14/24 represents the IPv4 address, 192.168.100.14, and its
associated routing prefix 192.168.100.0, or equivalently, its subnet mask 255.255.255.0
(which has 24 leading 1s).

Important: The first IP address in a subnet is always reserved for the gateway in all data
centers. The second and third IP addresses are reserved for gateway high-availability (HA)
in the WDC04 COLO only. The subnet address and subnet broadcast address are
reserved in both COLOs.

Use the following instructions to configure and add a private subnet in the new Power Virtual
Server service:

1. Click Create Subnet as shown in Figure 5-5.

Type 1P ranges VLANID

The subnets list is empty

To create new subnets, click "Create.

Figure 5-5 Creating a new Subnet

Attention: When you define a private subnet, do not use an IP address range outside of
the ranges of 10.0.0.0/8, 172.16.0.0/12, or 192.168.0.0/16. Any subnets outside the
specified range might not be able to access the public network. For more information, see
RFC 1918.
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2. Enter the name and CIDR of the new subnet as shown in Figure 5-6.

New subnet

Mame

sub-powervs-guide

cior @

192.168.0.0/24

Gateway

192.168.0.1

IP ranges @

192.168.0.2 —192.168.0.254

DNS server

127.0.0.1

Cloud Connection (optional)

No cloud connections exist. ~

Figure 5-6 Creating new Subnet

3. After you create the subnet, verify the details as shown in Figure 5-7.

PowerVS Server Guide / Subnets /

sub-powervs-guide |
Subnet details Edit details 2
Name wanto Gateway 1 ranges
sub-powervs-guide 1266 19216801 19216802 —192.168.0.254
Type cion oS senvers
Private 192.168.0.0/24 127.0.0.1

Attached Cloud Connections

Subnets Prive

ets may be attached to am:

No Cloud Connection Attach + No redundant Cloud Connection

No Cloud Connections have been provsioned. No Cloud Connections have been provisioned.

E

Figure 5-7 Checking subnet details
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5.2 Deploying an AIX Power Virtual Server

To begin, complete all of the fields under the Virtual servers section. If you select more than
one instance, you are presented with additional options.

The following steps describe creating a Power Virtual Server on AlX:
1. Click Create instance in the Virtual server instances page as shown in Figure 5-8.

/erVS Server Guide /

Virtual server instances Leam more [3

Name. 1Ps Operating system Cores Memory

Figure 5-8 Creating an instance

2. Enter the instance name and specify the number of instances to be created as shown in
Figure 5-9.

4 General
(: General

+.: Bootimage
Instance name

4 Profile aix_inst

Number of instances

i} Storage volumes
* B *

A maximum of § instances can be provisioned at once.

i} Network interfaces

[] Add to a server placement group [6)

D Add to a shared processor pool (D)

VM pinning (@

None ~

S5H key

Select SSH key ~

Figure 5-9 Choosing the Instance name, number of instances and VM pinning options

— Placement groups determine how VMs are distributed on the hosts in a cluster. The
host is determined by the colocation policy of the placement group. The colocation
policy defines whether the VMs are on different hosts or the same hosts. For a high
availability configuration, use a placement group that places VMs on different hosts.

— Shared processor pools are used to split cores between a set of virtual server
instances, which can help reduce licensing costs.
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If you choose the Machine type as E880 or E980, you can choose an anti-affinity policy
with a maximum of 2 VM instances as shown in Figure 5-10.

4 General .

€ General
:} Boot image

Instance name
< Profile aix_inst

N Number of instances
i.0 Storage volumes
2 = +

" Network interfaces A maximum of & instances can be provisioned at once.

Instance naming convention

@ Numerical postfix O Numerical prefix

ﬂ A new placement group is created when deploying multiple instances x
The instance name provided will be used as the group name and cannot be edited.

Placement group colocation policy

O Same server @ Different server

Shared processor pools cannot be defined for multiple
nstances.
VM pinning ':E:‘
None ~
S5H key
Select SSH key w
Continue L

Figure 5-10 Selecting number of instances

If you specify more than one instance, you can select the following naming conventions
and COLO rules:

— Different Server

Select this option to host each instance on a different server. You can use this option if
you are concerned about a single-server outage that might affect all Power Virtual
Server instances.

— Same Server
Select this option to host each instance on the same server.
— Numerical prefix

Select this option to add numbers before the name of the virtual server. For example, if
the first Power Virtual Server name is Austin the next name for the virtual instance is
1Austin.
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— Numerical postfix

Select this option to add numbers after the name of the virtual server. For example, if
the first Power Virtual Server name is Austin the next name for the virtual instance is

Austini.
— VM pinning

Select this option to pin your virtual machine. You can choose either a soft or hard

pinning policy. For high availability, when you choose a soft pinning policy for a VM,

IBM Power virtualization and cloud management (PowerVC) automatically migrates the
VM back to the original host after the host is back to its operating state. If the VM has a
licensing restriction with the host, the hard pin option restricts the movement of the VM
during remote restart, automated remote restart, DRO, and live partition migration. The

default pinning policy is none.

3. Choose an existing SSH key or create one to securely connect to your Power Virtual

Server as shown in Figure 5-11.

PowerVS Server Guide /

SSH keys

Name Key Date created

Learn more (3

BW Createsstkey  +

Figure 5-11 Creating the SSH Key

Use the following instructions to create an SSH key:
a. Click Create SSH

b. In the New SSH key pane (Figure 5-12), enter your information in the Key name and

Public key fields.

New SSH key
Add an S5H key that you will use to access your virtual server instance.
Key name

aix-key

Public key
How do I get a public key?

ssh:rsa AAAAB3NzaClyc2ZEAAAADAQABAAABZQDabmQKxULINZWHOIbvVn3XE|GL1ksWY 7R I/QKWISAmabixi
/FIBEpUS5QPY|+4P36P+WoltsWC2KMZNIryBUVsYcAFLIWSAAowOKGasTuPTcP3rRikxdd4vwPZeaE97WacYsujZvD9y4q9K
rOMjiyW1d6Yn3Gik/DOrgCmsDIPINI/mpHOhtYizmZerKMk1idDp6y/ TmaKKbGy5ptE3S5ETUA
fQTnz+0CirFnwly75ut73iYvXpNE+jaH6I5D7xVsSnqd3TuNSyWWBf26SV9c1VSYLuyEfLZQLzfwpZGpac2UwnakP2vesmDZ
5gU2EX1ynQ/XU258rg/E2DVGI2uwitvnv7Cs3/HE8+Dvfwglzual 6eUMOGBLAgMA
fM5757Y4zb8G8BchsOoVARTcGNI7ulcoMudEfuSRtIUFqroH3vsZiBlo2FGOGSFVw
/Hpa3AvfgK1GDNOLDCDs47byOPNIwrdWEBFoKharIdPjY5GPe7GK6Ineyla3glS10Jt5PH|S1Y{Pc= aalmeida@Adrianos-
MBP.COMFAST]|

Cancel Add 55H key

Figure 5-12 Creating a new SSH Key
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4. After you create the SSH key, select it as shown in Figure 5-13.

SSH key

aix-key 4

Figure 5-13 Selecting the SSH Key

5. In the Boot image page, enter the information as instructed by your organization. When
you select the Boot image field, you can select boot images from a list of images that
were provided by IBM or a list of images that you created in your catalog. See Figure 5-14.

4 Boot image

Operating system

AIX v

[ configure for Epic workloads (&

Image

7300-00-01 v
Tier 1 (10 IOPs / GB) e
Storage pool
Auto-select pool L] Affinity
Volume is automatically created in a pool with Created in the same pool as an existing, specified,
sufficient capacity. Typically used during initial volume or VM. Used for cloning & snapshot.
setup.
Anti-affinity

Created in a pool different than that of an existing,
specified volume or VM. Used for HA and logical
mirroring.

Figure 5-14 Selecting a boot image

6. For each Power Virtual Server instance, select a storage tier of Tier 1 or Tier 3. The
storage tiers in Power Virtual Server are based on I/O operations per second (IOPS). It
means that the performance of your storage volumes is limited to the maximum number of
IOPS based on volume size and storage tier. At the time of writing, the Tier 3 storage is set
to 3 IOPS/GB, and the Tier 1 storage is currently set to 10 IOPS/GB. For example, a 100
GB Tier 3 storage volume can receive up to 300 IOPs, and a 100 GB Tier 1 storage
volume can receive up to 1000 IOPS.
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4: Profile

Machine type

2980 ~

Core type ':;:'

@ Shared uncapped
O Shared capped
O Dedicated

T
Cores (1)

Q.

5 - +

Due to limited capacity on @280, the maximum
availability of cores is 15.25.

Memory (GiB)

4

- +

Due to limited capacity on e280, the maximum
availability of memory iz 21268 GiB.

Continue J

Figure 5-15 Configuring the IBM Power Virtual Server Profile

7.

In the Profile page (Figure 5-15) click and select the following fields or buttons:

Machine type

Specify the machine type. The machine type that you select determines the number of
cores and memory that is available. For more information about hardware
specifications, see E880 (Dallas and Washington only), S922, and E980 (Data centers
other than Dallas and Washington).

Core type can be Dedicated, Shared uncapped, or Shared capped

For more information, see What's the difference between capped and uncapped
shared processor performance?

Cores

Enter the number of cores to assign to the instance. There is a core-to-vCPU ratio of
1:1. For shared processors, fractional cores round up to the nearest whole number. For
example, a value of 1.25 cores equals 2 vCPUs.

Memory

Select the amount of memory for the Power Virtual Server. If you choose to use more
than 64 GBs of memory per core, you are charged a higher price. For example, when
you choose one core with 128 GBs of memory, you are charged the regular price for

the first 64 GBs. After the first 64 GBs (64 - 128 GBs), you are charged a higher price.
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8. When you click Continue in Figure 5-15 on page 101, the Storage volumes page is
displayed. You can create a new data volume, or you can attach an existing volume that
you defined in your IBM Cloud account.

Creating a volume:
a. Click Create volume. See Figure 5-16.

¢ Storage volumes

Existing velumes can only be attached after provisioning.

Q, Search Create volume +

Name Size Tier Shareable Number of volumes

No volumes attached

Existing volumes can only be attached after
provisioning. To create a new volume, click
Create volume.

Figure 5-16 Adding a storage volume

b. In the Create volume page, enter information in the Name, Size and Number of
volumes fields. See Figure 5-17.

c. Click Shareable to enable or disable sharing.

Create volume

Create and attach new storage volumes; already existing
volumes can only be attached after the instance is
provisioned. Learn more about minimum requirements for
SAP workloads.

Name

data_1

Size (1GB-2000GE)

100)| - +

The size of a volume cannot be decreased once it has been created.
Due to limited capacity, the maximum availability is 2000 GB

Number of volumes

1 -+

Tier

Tier 1 (10 IOPs / GB) R

Determined by boot image tier

Shareable

o Storage pool
All volumes created during VM provisioning are
created on the same pool as the boot volume.
Volumes can be created on different storage
pools after the VM is provisioned.

Cancel Create and attach

Figure 5-17 Adding a new storage volume
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The created volume is listed in the Storage Volumes page. See Figure 5-18.

€ Storage volumes

Existing volumes can only be attached after provisioning.

Name Size Tier Shareable Number of volumes
data_1 100 GB Tier 1 (10 IOPs / GB) Off 1 ||
Continue L

Q. Search... Create volume +

R

Figure 5-18 Attached storage volume

9. Select the network interfaces as shown in Figure 5-19.

€ Network interfaces
At least one private or public network is required.

Public networks
A public network uses a public VLAN to connect to your VM. Learn
about the available firewall ports.

okt

Private networks
Use private networks to connect to existing subnets or go to the subnet
tab to create a new subnet. Your progress here will be saved.

Q,  Search Attach existing +

Name IP address IP range CIDR

No private networks attached

To attach a private network, click Attach
existing network.

Figure 5-19 Attaching existing Network

» Public Networks

Select this option to use an IBM-provided public network. There is a cost that is associated

with selecting this option.
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» Private Networks

Click Add to identify a new private network for the virtual server. For more information
about private network IP addresses, see RFC 1518 and RFC 1519. If you already added a
private network, you can select it from the list. See Figure 5-20.

Attach an existing network

Existing networks

sub-powervs-guide ™~

IP range
192.168.0.2 —192.168.0.254

IP address

@ Automatically assign IP address from IP range
O Manually specify an IP address from IP range

Figure 5-20 Attaching an existing network

10.The selected network is listed in the Private networks page. See Figure 5-21. Click Finish.

Private networks
Use private networks to connect to existing subnets or go to the subnet
tab to create a new subnet. Your progress here will be saved.

Q. Search Attach existing +

Name 1P address IP range CIDR
sub-powervs-guide N/A 192.168.0.2 —192.168.0.254 192.168.0.0/24 e
Finish L

Figure 5-21 Listing Networking Selected
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11.To create the IBM Power Virtual Server, click the checkbox to agree to the terms and
conditions, and click Create. See Figure 5-22.

Summary United States of A..

1 Virtual Server Instance

provided

provided

$0.37/hr

$0.04/hr

Network interface provided

Public net

Alfhr

Total estimated cos $299.14/mo

I agree to the

Create

Figure 5-22 Creating IBM Power Virtual Server
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12.Under the Servers heading in the Virtual Server instances page, the new instance is listed.

See Figure 5-23.

Click the instance name, which in this example is aix_inst, to examine its details. See

Figure 5-24.

PowerVS Server Guide /

Virtual server instances

Servers Server placement group
Q  Search
Name 1Ps Operating system
ai_inst 192.168.171.91, 192.168.0.174 AIX

Learn more [3

Memory Status

0.5 cores 4GiB (]

Active

Figure 5-23 IBM Power Virtual Server instance

aix_inst

Server details

Name Machine type
aix_inst «980

o) Boot image
074d5ed1-7491-45b2-b48a-87023ddd 9164 7300-00-01
Date created VM pinning
October 10, 2022, 5:56:52 PM None

System Reference Code

SRC Timestamp

00000000 October 10, 2022, 6:11:41 PM

Attached volumes

Velume affinity setting @
Same storage pool

Q  Search

O Name Size Tier
| 744 1 461-b 25GB Tier1

O datal 100 GB Tier1

Core type

Uncapped shared processor

size
0.5 cores | 4GB

Storage pool

Tier1-Flash-1

Tierl-Flash-1

© Active O

Shared processor pool
None

Placement group name
None

Software licenses

Attach volume

Shareable Bootable
on
D off QB off

W | VMactions v

Edit details &
Createvolume  +
Detach ¢
Detach

Figure 5-24 Server detail

13.Click the VM actions menu to view the list of available actions.

14.Click Open console. See Figure 5-25.

05 shutdown
Immediate shutdown

Restart

Open console

Delete

Figure 5-25 VM actions menu
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15.Verify that the VM is up and accessible. See Figure 5-26.

AIX Version 7
Copyright IBM Corporation, 1982, 2020.
Console login: root

e ke ke ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok ol ol ol ol ol o ok ol e ke ke ke ke ke ke ke ke ok ke ke ke ok ke ke ke ke ke ke e e ke ke e o o e e e e ol e e e e e ol e ke ol ok ok o ok

he README file in /usr/lpp/bos for information pertinent to
of the AIX Operating System.

Last login: Thu Aug 19 11:25:59 CDT 2021 on /dev/vty0

A |

Figure 5-26 Virtual Server console

5.3 Migrating AIX to a Power Virtual Server

You can provide your own customized AlX operating system (OS) image to deploy within an
IBM Power Virtual Server by storing an existing OS in an OVA image file.

Note: You cannot transfer an OS license from an on-premises system to a Power Virtual
Server. The license cost is factored into the overall hourly billing rate.

The steps to deploy an instance by using a custom image are in the following list:
1. Create the custom image.
2. Store the image in your IBM Cloud Object Storage account.

3. Point the Power Virtual Server console to the image in the IBM Cloud Object Storage and
deploy the Virtual Server instance.

Using PowerVC to capture and import an OVA image

If you deployed PowerVC in your on-premises environment, you can use it to capture any
supported LPAR and create an OVA image. After you create the OVA image, upload it to your
IBM Cloud Object Storage account and import it into the Power Virtual Server environment.
For more information, see Exporting Images.

Using create_ova command on AIX 7.2 to create OVA image

The create_ova command is used to create a single-volume raw disk image and to export
contents of a raw disk image to a compatible OVA package format. The OVA package can be
imported into any PowerVC environment that contains a supported storage device.
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You can also import the OVA package into any cloud service that supports the Open
Virtualization Format (OVF) packaging standard. The imported OVA package can be
deployed as a virtual machine. For more information about creating an OVA image by using
AIX 7.2, see create_ova Command.

An overview of IBM Cloud Object Storage

IBM Cloud Object Storage is a format for storing unstructured data in the cloud. Object
storage is considered a good fit for the cloud because it is elastic, flexible, and it can more
easily scale into multiple petabytes to support unlimited data growth. Object storage
architecture stores and manages data as objects compared to block storage, which handles
data as blocks, and compared to a logical volumes and file storage format, which stores data
in hierarchical files.

IBM Cloud Object Storage makes it possible to store large amounts of data cost effectively. It
is commonly used for data archiving and backup, for web and mobile applications, and for
analytics as scalable, persistent storage. A policy-based archive for flexible, storage class
tiers helps you effectively manage costs while meeting data access needs. The integrated
IBM Aspera high-speed data transfer option can make it easier to transfer data to and from
IBM Cloud Object Storage, and the query-in-place function allows you to run analytics directly
on your data.

Creating an instance of IBM Cloud Object Storage in IBM Cloud
Login to the IBM cloud console, select Catalog and search for Object Storage.

Give the service instance a name and choose either Lite or Standard plan. In this example, a
Standard Plan is selected and the instance name is Cloud Object Storage Power Virtual
Server as shown in Figure 5-27.

Plan Features Pricing
Lite 1 COS Service Instance Free
Storage up to 25 GB/month

(PUT, COPY, POST, and LIST) 1ests per manth

Class B (GET and all others) requests per month

f Data Retrieval
thound)
Applies to aggregate total across all storage bucket classes
Standard There is no minimum fee, so you pay only for what you use, View storage class pricing °

IBM Cloud Object Stc
Protected Health Inf

e is HIFAA Ready for our Standard plan. If you intend to include

s A te Addendum (BAA)
BAA must be in place for Cloud Services that will be processing
1s protected health information of individuals governed by U.5. laws

Configure your resource

Service name Select a resource group (@)

COS PowerVs default @

Figure 5-27 Creating an instance of IBM Cloud Object Storage
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4. Click Create, which is in the Summary panel on the right side of the window. (not shown in
Figure 5-27 on page 108).

Note: Some of the screen captures in this example might be different than the current
version because they were created with a previous version of the IBM Cloud Object

Storage interface.

5. After you create the instance, the Cloud Object Storage window is displayed. Click Create
bucket to store data. See Figure 5-28.

Cloud Object Storage

An enterprise cloud object storage solution

Welcome to your new IBM® Cloud Object Storage service! It provides unstructured data
storage for cloud applications. To get started - create a bucket, upload objects and set
up access policies to allow other users to work with your data.

Learn More

N

Overview Create bucket Aeccess Management

Figure 5-28 IBM Cloud Object Storage Create bucket

Note: You can view and select instances by clicking Instances on the left side panel,
Cloud Object Storage.

6. When prompted, click Create Bucket. See Figure 5-29.

Create a bucket

One of the crucial steps in designing your IBM*® Cloud Object Storage is organizing
your data into buckets to meet your needs. Few things to consider while creating a
bucket - availability, data sovereignty, how often do you need to access the data

Figure 5-29 Select Create bucket
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7. You can choose to create a custom bucket or select a predefined bucket. In this example,
customize your bucket by clicking the blue arrow in the lower right of the Customize your
bucket section. See Figure 5-30

Instances [ COS PowerVs [

Create bucket

Get started by creating a bucket to store unstructured data. A
bucket is a storage resource available in IBM Cloud Object
Storage service. The bucket can be used to organize objects
(storage data) along with their metadata. Create a custom
bucket of your own, or choose from our pre-defined
configurations.

[

Custom bucket

Customize your bucket

Create a bucket by selecting bucket
configurations that meet your object

storage needs.

Figure 5-30 Customize the bucket

8. In the Customer Bucket section:
a. Enter the name of the bucket. In the example, the bucket name is powervs-aix.
b. In the Location field, select a location to store the physical data.
c. Select a Storage Class of Vault. See Figure 5-31 on page 111.
d. Accept the rest of the default parameters and click Create Bucket.
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Create custom bucket

Unique bucket name

POWENVS-aix

0 Bucket naming rules:

= Must be unique across the whole IEM Cloud Object Storage system
+ Do not use any personal information (any part of a name, address, financial or security accounts or SSN)

« Must start and end in alphanumeric characters (3 to 63)

+ Characters allowed: lowercase, numbers and nonconsecutive dots and hyphens

Resiliency

A bucket’s resiliency is defined by the endpoint used to create it.

View options [3

65} Cross Region

Highest availability

Regional

Best performance

(-] [ singlesite
Data sovereignty

Location

Select a location where you would like your data te be physically stored.

us-south

This a dropdewn to choose locaticn.

Storage class

View options (3

View pricing [

Choose storage class based on how often you expect to read the stored data. Pricing varies for sach option.

Smart Tier MNew!

Srmart Tier automatically gives you the |owest storage rate
based on your monthly activity,

Vault

For less active workloads that require infrequent data acoess

(accessed once a month or less).

Standard

For active workloads that require higher parformance and

low latency and where data needs to be accessed fraquently.

Cold Vault

For cold workloads where data is primarily archived

(accessed a few times a year).

Figure 5-31 Creating a bucket window

The newly created bucket is listed in COS PowerVSinstance as shown in Figure 5-32.

Resource list /

COS Powe I’VS © Active  Add tags £

Getting started

Buckets

Buckets

Integrations = New!

Endpoints Q  Search

Service credentials
Name

Connections

Usage details powervs-aix

Plan B
Ttems per page: 10 v 1-10f 1 items

Figure 5-32 Listing buckets

Transfers Details Actions... S

Public access @) Location @) Storage class Created

us-south Vault 2021-08-20 1:37 PM

1 v loflpages @ < >
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9. After the creation of the bucket, define Service Credentials, which provide the information
to connect an application to object storage. Click Service credentials and then click New
credential as shown in Figure 5-33.

Resource list /

COS POWerVS @ Active  Addtags & Transfers Details

Getting started Service credentials

You can generate a new set of credentials for cases where you want to
manually connect an app or external consumer to an IBM Cloud service.
Learn more

Buckets
Integrations  New!

Endpoints
& New credential +

Service credentials

Key name Date created
Connections

Usage details

Plan

Figure 5-33 Creating New credential

10.Enter the service credential name, click Role to choose a role from the list, and enable the
Include HMAC Credential. See Figure 5-34

11.Click Add.

Create credential

Name:

Service credentials-1

Role: @

Manager v

Advanced options ~

Select Service ID (Optional) @

Auto Generate v

Include HMAC Credential (@
C ol

Provide service-specific configuration parameters in a valid JSON object (Optional)

-

Figure 5-34 Creating new credentials

Figure 5-35 shows the new service Credential created.

Service credentials
You can generate a new set of credentials for cases where you want to
manually connect an app or external consumer to an IBM Cloud service.
Learn more
Q a New credential +
~ [ Keyname Date created
~ [ service credentials-1 2021-08-20 2:34 PM D w

Figure 5-35 New service credential
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Figure 5-36 shows the created service credential.

Q, O New credential +

~ D Key name Date created
~ [ service credentials-1 2021-08-20 2:34 PM [
i

"apikey": "aoZ45vgAVUo80afxCmQD5rwP5CmD8KgdXIPavCQcibQl",
"cos_hmac_keys": {

"access_key_id": "el05f21be91445a69affell5cfcB85016",

"secret_access_key": "fel352d097d3c03ac0db8051743acalfbdccd26afl88ecB5”
by
"endpoints”: "https://control.cloud-object-storage.cloud.ibm.com/v2/endpoints”,
“iam_apikey_description”: "Auto-generated for key el05f21b-e914-45a6-9aff-ell5cfcB85016",
"iam_apikey_name": "Service credentials-1",
“iam_role_crn": "crn:vl:bluemix:public:iam::::serviceRole:Managex", G
"iam_serviceid_crn": "crn:vl:bluemix:public:iam-identity::a/9beff119bcBe729877723db33a%aecy

3::serviceid:Serviceld-72£4d28f-72b6-4cc2-alb6-f46debesdlde”,

"resource_instance_id": "crn:vl:bluemix:public:cloud-object-storage:global:a/9beff119bc8e7298
77723db33a%ec93:642308eb-e5£3-430c-9fdf-££3a73d41adb: " O
¥

Figure 5-36 New service Credential

You can now begin uploading any OVA file by using Aspera Connect which is a built-in
feature.

Note: You can set Aspera as your default for any uploads. For more information, see Using
Aspera high-speed transfer.

12.To upload the OVA image to the IBM Cloud Object Storage, click Upload as shown in
Figure 5-37.

powervs-aix Transfers Details | Actions... v

upload is interrupted before the transfer is completed, then the parts of the incomplete

Configuration object that were uploaded prior to the interruption will count towards billable storage.
While the console will alert users to incomplete multipart uploads, it is encouraged to

Access policies routinely check for and clear out incomplete uploads using the REST API or an SDK.
Learn more

Integrations  New!

Endpoints Q 5 &

A Upload

Service credentials
D Object name Archived @ Size Last modified
Connections

Usage details

Bian

Figure 5-37 Uploading a file to a bucket
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13.Select files to upload and select a transfer type. See Figure 5-38.

Select transfer type

(®) Aspera high-speed transfer (O standard transfer
Aspera allows files(objects) and folder uploads. Aspera has no upload Standard allows files(objects) uploads only, with a maximum upload
size limit. Ideal large file sizes like video files, folders, or really large size limit of 200MB. Idealy for small uploads around 10-50MB like
quantities of files and folders. html, images, and documents.,

Transfer preferences  ~

Prefix for objects (optional)

Set prefix to better organize and enable searching in the object list

Upload files (objects) and folders

* Files with duplicated names are replaced
* Exclude personal information such as name or address
= No special characters: /\":'?<>&%|

Upload files Upload folders

Figure 5-38 Uploading file by using Aspera

14.Click Upload files to browse your notebook folder. Choose a file and start the upload. You
can monitor the file transfer from the GUI. See Figure 5-39.

Transfers .

Upload list

Pause, resume or cancel active Aspera transfers and watch or cancel standard transfers. You can only see the transfers you have started
during this browser session. If you log out or drop your IBM session this list will clear.

Upload group Total objects Status Updated Actions
aix_example.ova.gz 8 1.0 GB/6.8 GB (16%) 2021-08-20
Aspera transfer deklies - 3:32PM 00 x

Figure 5-39 Transfer file to bucket

You can view the transferred file in the bucket as shown in Figure 5-40.

powervs-aix Transfers  Details | Actions... v
Buckets
Objects Reminder: Objects are uploaded in multiple parts to optimize transfer performance, If an
upload is interrupted before the transfer is completed, then the parts of the incomplete
Configuration object that were uploaded prior to the interruption will count towards billable storage.
While the console will alert users to incomplete multipart uploads, it is encouraged to
Access policies routinely check for and clear out incomplete uploads using the REST API or an SDK.
Learn more
Integrations ~ New!
Endpoints Q O [ 28 Upload
Service credentials
|:| Object name Archived @ Size Last maodified
Connections
Usage details O aix_example.ova.gz 6.8GB 2021-08-20 3:48 PM

Figure 5-40 Viewing the file in the bucket
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Before you import the image, determine or obtain the following information:

— Storage type (Tier 1 or Tier 3).
— Region.
— Image file name.

— Bucket name.

— IBM Cloud Object Storage access key. To copy the key select the Menu icon, then
select Resource list — Storage — Cloud Storage Object name — Service
credentials — View credentials, then copy the IBM Cloud Storage access key.

— IBM Cloud Object Storage secret access key. To access the secret key, select the
Menu icon then select Resource list — Storage — Cloud Storage Object name —
Service credentials — View credentials, then copy the secret_access_key.

15.Import the OVA file to the Power Virtual Server instance by selecting Resource list —
Services — Power VS Server Guide. For an example of the resulting screen, see

Figure 5-41.

Boot images

Name. 05 Size
7300-00-01 AIX 25GB

Itemsperpager 10 v 1-loflitem

Tier

Tier3 (3 [OPs/ GB)

Storage pool

Tier3-Flash-1

Figure 5-41 Selection Boot images tab

16.Click Import Image.
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17.In the Import boot image page, enter the custom image name, storage type, region, image
filename, bucket name, and storage access key and secret key in their appropriate fields.
See Figure 5-42.

Import boot image Import boot image %
Anti-affinity
© Limited actions available during import Created in a pool differant than that of an
Once requested, an image import must be existing, specified volume or VM. Used for HA
completed bafore a VM capture, image and logical mirroring.
export, or additional image impoert can be
requested
Souree details
Destination details Specify the import location from Clowd Object Storage
(C0S5) below. Image import requires HMAC credentials
Custem image name created ags part of your COS service credential, Learn
more
AI)(-exarnplsI
Region

Enter name to be displayed during VM provisioning
us-aouth v

Tier
Irnage filaname

Tier 3 (3 I0Ps / GB) "
ai_example.ova. gz

= (O, LB 2, RS, AR, QR OvaulEE are supdorted
storage posl (D)

Boot volumes created with this custom image will be placedinn
specific storage pool specified below, The storode pool cannot
be changed after import,

Bucket name

POWETVE-aix

E.g. bucks:-nam=[/optional ffolder]

Auto-select pool °
. i ) ~ HMAL access key
Volume is automatically created in a pool with
sufficient capacity. Typically used during initial ac336b3b54c5d6asbT IcectBT1cld2ab
setup.

HMAL secret access key

- B294a 2‘5335QﬂbU36d3fa5032c53cwd5c539?1w74
Affinity

Created in the same pool as an existing,
specified, volume or VM. Used for cloning &
snapshot.

Import image

Figure 5-42 Importing boot Image page
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18.After the image is imported, use the image to deploy a new AIX virtual machine. Select
Virtual server instance and click Create instance. Enter the required name and ensure
that the image is listed. See Figure 5-43.

© General Edit £
Instance name AlX-example

Number of instances 1

Server placement group None

Shared processor pool None

VM pinning None

(: Bootimage

Operating system

AIX ~

[] Configure for Epic workloads @

Image

AlX-example v
Tier

Tier 3 (3 I0Ps / GB) R

Determined by selected custom boot image

Storage pool

Tier3-Flash-2 2

Figure 5-43 Creating a new AlX virtual machine

19.View the created Power Virtual Server instance as shown in Figure 5-44.

Virtual server instances Learn more [7
Servers Server placement group
‘:1 seereh °
Name 1Ps Operating system Cores Memory Status
AIX-example 192.168.0.140 ALX 0.25 cores 2GiB @ Active
aix_inst 192.168.171.91,192.168.0.174 AIX 0.5 cores 4GB @ Active

Figure 5-44  Listing Virtual Server instances
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20.Connect to the Power Virtual Server instance to verify that the AIX image is running. See
Figure 5-45.

AIX Version 7
Copyright IBM Corporation, 1982, 2020.
Console login: root

Welcome to AIX Version 7.2!

README file in fusr/lpp/bos for information pertinent to
of the AIX Operating System.

Last login: Thu Aug 19 13:19:09 CDT 2021 on /dev/vty® from aix-test

Figure 5-45 AlX image OVA file restored and running

5.4 Migrating AIX to a Power Virtual Server using a mksysb file

In this section, the example demonstrates a system migration from an on-premises system to
a Power Virtual Server instance by using a file created from the mksysb command.

1. After the mksysb image is collected from an on-premises system, view the contents of the
powervs-aix bucket and click Upload. In the Uploads page, click Upload files. Choose the
mksysb image, and start the upload. See Figure 5-46.

Uploads

Select transfer type
@ Aspera high-speed transfer O Standard transfer
load size limit. Ideal large fil Standard allows ly, with a maximum upload size limit of 200MB.

B like html, images, and documents.

Aspera

es(objects) and falder uploads
sizes like f

s, folders, or really large qua and folders dealy for small uplc

Transfer preferences

Set prefix to better organize and enable searching in the object list

Upload files (objects) and folders

« Files with duplicated names are replaced
f uch as name or address

Upload files Upload folders

or drag and drop files and folders

1 objects | 1.4 GB
example.mksysb 1.4GB x

Figure 5-46 Uploading the mksysb image
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2. You can monitor the file transfer as shown in Figure 5-47.

Transfers

Upload list

Pause, resume or cancel active Aspera transfers and watch or cancel standard transfers. You can only see the transfers you have started during this browser session. If you log out or
drop your IBM session this list will clear.

Upload group Total objects Status Updated Actions

example.mksysh
Aspera transfer

1 objects w(“%? 2021-08-20 6:13 PM m x

Figure 5-47 Uploading the mksysb image

After the upload is complete, you can view the file in the bucket as shown in Figure 5-48.

powervs-aix

Getting started

Objects

Buckets

Objects

ize transfer performance. If an upload is interrupted before the transfer is
ere uploaded prior to the interruption will count towards billable storage. While
Configuration s, itis encouraged to routinely check for and clear out incomplete uploads

Access policies

Integrations New! powervs-aix /
Endpoints. Q S & = Upload
Service credentials ) . ) "
[ object name Archived © Size  Last modified
Connections
Usage details O B aix_exampleovage 68GB  2021-08-203:48 PM
Plan
O B example.mksysb

14GB  2021-08-20 6:24 PM

Figure 5-48 Listing files in the bucket
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3. Create a Power Virtual Server instance to receive the mksysb image, by clicking Create
Instance and enter the instance name as shown in Figure 5-49.

@ General

Instance name aix-mksys
Mumber of instances 1

Server placement group None
Shared processor pool None

VM pinning None

¢: Boot image

Qperating system

AIX v

[] Configure for Epic workloads (D

Image

7200-05-03 A
Tier

Tier 3 (3 IOPs [ GB) W

Storage pool

Auto-select pool

Volume is automatically created in a pool with
sufficient capacity. Typically used during initial
setup.

Anti-affinity

Created in a pool different than that of an existing,
specified volume or VM. Used for HA and logical
mirroring.

Affinity

Created in the same pool as an existing, specified,
volume or VM. Used for cloning & snapshot.

Edit &

Figure 5-49 Creating a new Power Virtual Server instance
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4. Select the machine type, CPU, and memory configuration as shown in the example in
Figure 5-50.

€ Profile

Machine type

8922 ~

core type (1)
@ Shared uncapped

O Shared capped
O Dedicated
cores (D

0.5 = +

Due te limited capacity on $922, the maximum
availability of cores is 13.75.

Memory (GiE)

¢ -

Due to limited capacity on 922, the maximum
availability of memory is 939 GiB.

Continue L

Figure 5-50 Selecting CPU and Memory for a new Power Virtual Server instance

5. Enable the public network to access to the internet. From the internet, you can download
and install AWS CLI tools to allow access to the external Cloud Object Storage endpoint.

Usually, the public connection is disabled after the installation of the server image is
completed. See Figure 5-51.

€ Network interfaces
At least one private or public network 1s required.

Public networks
A public network uses a public VLAN to connect to your VM. Learn
about the available firewall ports.

@ -

Private networks
Use private networks to connect to existing subnets or go to the subnet
tab to create a new subnet. Your progress here will be saved.

Figure 5-51 Enabling public network
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6. Agree to the terms and conditions and click Create instance. See Figure 5-52.

I agree to the

Create instance

Cancel

Figure 5-52 Creating a Power Virtual Server instance

7. When the Power Virtual Server instance creation is completed, open the console into the
instance by selecting the VM actions pull-down menu. Click Open console. See
Figure 5-53.

) VM actions A

0S shutdown

Immediate shutdown

Restart

Open console

Capture and export

Delete

Figure 5-53 Selecting Open Console
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8. Login as user root and set the root password as shown in Figure 5-54.

You entered an invalid login name or password.
login: root

ke ok ok ohe ol ol ok ok ok ok ok e ol ok ok ok ok ok ok ol ol ok ke ok ok ok ol ok ok ke ok ke ke o ot ol ol ol ol ok ol ol o o o o e e e e e e ol ol ol ol ol ok ok ok ok ke ke ol ke ke ke ok ke ke ol ol ke ke ok ok ke ok ke

Welcome to AIX Version 7.2!

he README file in /usr/lpp/bos for information pertinent to
of the AIX Operating System.

# passwd

Changing password for "root"
root's New password:

Re-enter root's new password:

#

Figure 5-54 Accessing the console and changing root password

9. Connect to the public IP address of the Power Virtual Server instance using SSH. See
Figure 5-55.

Network interfaces

Public networks

Extra steps required. @

Name IP address External IP Gateway MAC address VLAN ID CIDR

public-192_168_172_208-2%9-VLAN_2054 192.168.172.210 169.57.212.210 192.168.172.209 fa:c5:fhief:a0:20 2054 192.168.172.208/29

Figure 5-55 Check public IP address
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10.Access the Power Virtual Server instance by using its public IP address as shown in
Figure 5-56.

Last login: Fri Aug 28 11:18:58 on ttys@ea
aalmeida@Adrianos-MBP ~ % ssh root@l69.57.212.218
The authenticity of host '169.57.212.218 (149.57.212.218)' can't be established.
RSA key fingerprint is SHAZ56:6jIWpFCIDjbKcKUlpb362bgQvKAQEBmRFIMEjOZeT4As0.

Are you sure you want to continue connecting (yes/no/[fingerprint])}? ves
Warning: Permanently added '16%9.57.212.218' (RSA) to the list of known hosts.
rootPlé9.57.212.218"'s password:

Last login: Fri Aug 28 18:37:3@ CDT 2821 on /fdev/vty@

Sk o o o o o ok o o ok o oo ook ok sk ook oo sk o sk sk oo sk ks ok sk sk o s sk o sk sk sk sk ok ok o sk ok sk o s sk o s o sk o ok ook o ok ok
*

Welcome to AIX Version 7.2!

Please see the README file in fusr/lpp/bos for information pertinent to

*
*
*
*
*
*
this release of the AIX Operating System. *
*
*
*

g B T T B S R B S T T T T T

Lo B EE R AR R BE A AR

Figure 5-56 Access the Power Virtual Server instance from public IP address

11.Add a staging volume by copying the mksysb image:

a. Click the Power Virtual Server instance in the IBM Cloud GUI and open the Attached
volumes page. Click Create volume as shown in Figure 5-57.

Attached volumes
Q Attach volume Create volume +
[J Name Size Tier Shareable Bootable

aix-mksyb-06ce91d9-000044te-boot-0 20GB Tier 3 (3 IOPs / GB) @ on Detac

Figure 5-57 Creating a new volume
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b. Name the volume and ensure that the volume is large enough to contain the mksysb
file. Then click Create and Attach as shown in Figure 5-58.

Create volume

Learn more about minimum requirements for SAP
workloads.

MName

mksysh-stage

Shareable
QD o
Size (1GB-2000GE)

20 = +

The size of a volume cannot be decreased once it has been created.
Due to limited capacity, the maximum availability is 2000 GB

Number of volumes

1 -+

Figure 5-58 Creating a new volume

c. From the ssh console, run cfgmgr and the new volume is available as shown in

Figure 5-59.
# cfgmgr
& lspv
hdisk®@ AATalPRd&bEE2T4lb rootvg active
. hdiskl none None
fe[]

Figure 5-59 Recognize the new disk

12.Create a staging volume group and a file system on the new disk, and mount it as shown
in Figure 5-60.

# mkvg -y stagevg —T hdiskl
j| stagevg
# crfs -v jfs2 —g stagevg -m /stage —-A yes —-a size=18G
File system created successfully.
18485236 kilobytes total disk space.
MNew File System size is 28771528
# mount -a
“mount: /dev/hdl on /home: Device busy
mount: fdev/hdlladmin on fadmin: Device busy
mount: fproc on fproc: Device busy
\ mount: /dev/hd1lBopt on fopt: Dewvice busy
mount: fdev/livedump on fvarfadm/ras/livedump: Device busy
i mount: fdev/repo@® on fusrSsys/inst.images: Device busy

# []

Figure 5-60 Creating staging volume group

13.Install the AWS CLI tools to retrieve the mksysb image from IBM Cloud Object Storage:

a. Increase the size of the /opt filesystem to make space for the tools as shown in
Figure 5-61 on page 126.
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# chfs —a size=+26 /[fopt
Filesystem size changed to 4988736
# ]

Figure 5-61 Increasing /opt filesystem

b. Run the cloud_setup script to install a series of open-source packages that are
dependencies for the AWS CLI. See Figure 5-62.

# Jusr/samples/nim/cloud_setup
Initializing resources

Checking for resource group yum...done

Checking for resource group python...done
Installing filesets

Checking fopt space requirement...done

Setting up Update Process

Rezolving Dependencies

——> Running transaction check

———> Package python.ppc B8:2.7.15-3 will be updated

——» Processing Dependency: python = 2.7.16-3 for package: python—-devel-2.7.15-3.ppc
—3= Processing Dependency: python = 2.7.15-3 for package: python—tools-2.7.15-3.ppc
———> Package python.ppc 9:2.7.18-3 will be an update

——> Processing Dependency: readline »>= 8.8 for package: python-2.7.18-3.ppc

——> Processing Dependency: gdbm »= 1.18.1 for package: python-2.7.18-3.ppc

——> Processing Dependency: db »= 65.3.28 for package: python-2.7.18-3.ppc

——» Processing Dependency: libgcc »= B.3.8 for package: python-2.7.18-3.ppc

—> Processing Dependency: ncurses »= 6.2 for package: python-2.7.18-3.ppc

—3= Processing Dependency: gettext »= 8.19.8.1 for package: python-2.7.18-3.ppc

——> Processing Dependency: bzip2 »= 1.8.8 for package: python-2.7.18-3.ppc

——> Processing Dependency: libstdc++ »= 8.3.8 for package: python-2.7.18-3.ppc

——» Processing Dependency: sglite »= 3.32.3 for package: python-2.7.18-3.ppc

——> Processing Dependency: expat »= 2.2.9 for package: python-2.7.18-3.ppc

Figure 5-62 Running cloud_setup script

c. Install the awscli tools as shown in Figure 5-63.

# pip install awscli
Collecting awscli
Downloading https://files.pythonhosted.org/packages/aa/24/e@98cfbce2Ba7b4bcal74eBBficchb78764297049cObTf9B6e682ardehb7420/awscli-1.
19.112-py2.py3-none-any.whl {3.&MB)
100% | | 3.6MB 1.5MB/s
Collecting colorama<®.&4.4,>=8.2.5 (from awscli)
Downloading https://files.pythonhosted.org/packages/c?/dc/45cdeflb4dl19eb?6316b3117e6d5788a08029992b2fee2cl43c7alkabce5/colorama-
B.4.3-py2.py3-none-any.whl
Collecting botocore==1.28.112 (from awscli)
Downloading https://files.pythonhosted.org/packages/c7/ea/11c3becal319287552602b98d7ba?fc5b4sbbeebabPchd4Ba%5aB5chbBf4l/botocore-
1.28.112-py2.py3-none-any.whl (7.7MB)
100% | | 7.7MB 217kB/s
Collecting s3transfer<@.5.8,5>=0.4.8 (from awscli)
Downloading https://files.pythonhosted.org/packages/63/d8/693477c6BE8348654dde21dedeeBB17653a29%4aabk3T417710884c26e7FF9c7/s3transfe
r-8.4.2-py2.py3-none-any.whl (79kB)
100% | | B1kB 4@BKB/s
Reguirement already satisfied: PyYAML<5.5,»>=3.18 in fopt/freeware/lib/pythonZ.7/site-packages (from awscli) (3.11)
Collecting rsa<=4.5.8,»=3.1.2; python_version == "2.7" (from awscli)
Downloading https://files.pythonhosted.org/packages/26/f8/81277ddaB204fR44121d20aac?785febB810e159098447967a6103dedfb96/rsa—4.5-¢
y2.py3-none—any.whl
Collecting docutils<®.16,>=0.18 (from awscli)
Downloading https://files.pythonhosted.org/packages/3a/dc/bf2bl6d1falbasf7afe?7aélb74ecbbae7268668fcdaBffecYabb38a6b327 /docutils-
B.15.2-py2-none—any.whl (54BkEB)
1e8% | | 552kB 279kB/s
Collecting urllib3<1.27,»=1.25.4 (from botocore==1.2@.112-»awscli)
Downloading https://files.pythonhosted.org/packages/5f/64/435755378468%6abac@bl5c3e5act7ad767a4021e90670371766bTbBeall/urllib3-1
.26.6-py2.py3-none—any.whl (138kB)

Figure 5-63 Installing awscli tools

d. Use the aws configure command to setup the connection to the IBM Cloud Object
Storage. Copy the access keys from the defined Service Credentials as shown in
Figure 5-64 on page 127.
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# fopt/freeware/bin/faws configure

AWS Access Key ID [Nonel: el@6f2lbe9l445ab9affellbcfcBEALA

AWS Secret Access Key [None]: Tel3s2d@97d3c@3ac@db8@El743acalfbiccd?2éatlBBecEs
Default region name [Nonel: us—south

Default output format [Nonel: json

#

Figure 5-64 Configure connecting to the IBM Cloud Object Storage

e. Use the AWS CLI to copy the mksysb image from your bucket into the stage file
system:

i. View the listed public endpoint. Figure 5-65.

public ©
Use public endpoints to point applications or services that are hosted outside of the I8M cloud or for Cloud Foundry applications hosted in the IBM cloud.

53.us-south.cloud-object-storage.appdomain.cloud

=]

Figure 5-65 Collecting public endpoint from PowerVS-aix bucket

ii. Listthe objects in the bucket PowerVS-aix as shown in Figure 5-66.

# foptfffeewarefbinkéws ——endpoint—url https://s3.us-south.cloud-object-storage.appdomain.cloud s3 ls s3://powervs—aix
2821-BB-20 13:4B:41 7248571595 aix_example.ova.gz
2021-88-20 16:24:21 1553971280 example.mksysh

Figure 5-66 Listing objects in the bucket PowerVS-aix

iii. Copy the example.mksyb file from PowerVS-aix bucket to the /stage filesystem as
shown in Figure 5-67.

# fopt/freeware/bin/aws --endpoint-url https://s3.us-south.cloud-object-storage.appdomain.cloud s3 cp s3://powervs—aix/example.mksysb /stage
download: s3://powervs—aix/example.mksysh to stage/example.mksysh
#

Figure 5-67 Copying file from the bucket to the filesystem

14.Add a new root volume to restore the mksysb:

a. Change to the /stage directory and restore the image.data file from the mksysb to view
the original disk information as shown in Figure 5-68.

# 1ls -la

total 3035464

drwxr—-xr—x 3 root system 256 Aug 20 22:15

drwxr—-xr—x 23 root system 4096 Aug 20 21:38

—-IW-Ir—-r—— 1 root system 15539712080 Aug 20 16:24 example.mksysb
drwxr—-xr—-x 2 root system 256 Aug 20 20:52 lost+found

# restore —-xqvf ./example.mksysh ./image.data
New volume on ./example.mksysb:
Cluster 51200 bytes (160 blocks).
Volume number 1
Date of backup: Wed Apr 7 15:21:5%9 CDT 2021
Files backed up by name
User root
X 11619 ./image.data
total size: 11619
~ files restored: 1
#

Figure 5-68 Restore the image.data file
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b. Use the cat out or otherwise search the image.data file to find the source_disk_data
section as shown in Figure 5-69. The output shows that the original system had a
single 20 GB root volume.

source_disk_data:
PVID= @@ch7d127hecbébf7
PHYSICAL_LOCATION= U8286.42A.06B7D12-V12-C6-T1-W5005076802233416—-L0
CONNECTION= fscsil//5005076802233416,0
LOCATION= C6-T1-01
SIZE_MB= 20480
HDISKNAME= hdisk®

Figure 5-69 Viewing the disk size from the image backup

15.From the GUI, create a new volume that is large enough to deploy the mksysb as shown in
Figure 5-70.

Create volume

Learn more about minimum requirements for SAP
workloads.

Name

mksysb-restore

Shareable

o X

Size (1GB-2000GB)

20 - it

The size of a volume cannot be decreased once it has been created.
Due to limited capacity, the maximum availability is 2000 GB

Number of volumes

1 - +

Figure 5-70 Creating new volume

16.After the volume is created, click Storage volumes in the left column, and then click Edit
for your new volume as shown in Figure 5-71.

Name Size World Wide Name Shareable Bootable
mksysb-restore 20 GB 6005076810810261D00000000000183D off Off
mksysh-stage 20GB 6005076810810261D000000000001838 off Off
aix-mksyb-06ce91d9-000044fe-boot-0 20GB 6005076810810261D000000000001835 off On

Figure 5-71 Listing Storage Volumes
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17.Set the Bootable option for the restore volume to On as shown in Figure 5-72.

Edit storage volume *

Modify and edit your existing volume. Storage volumes can
be either shareable or bootable but not both.

Mame

mksysh-restore

Tier

Tier 3 (3 10Ps / GB) o

Once the volume is created, tier cannot be changed

Bootable @
‘. 1"':) on
Size (1GB-2000GB)

20 - +

The size of a volume cannot be decreased once it has been created.
Due to limited capacity, the maximum availability is 2000 GB

Figure 5-72 Changing storage volume to bootable

18.Return to the console and run cfgmgr to discover the new volume. You can confirm the

size with bootinfo -s as shown in Figure 5-73.

# cfomgr

# lspv

hdisk@ pBfaPedebEE2T41h rootvg active
hdiskl BAcbcbedbsbb66aedl stagevg active
hdisk2 none Hone

# bootinfo -s hdisk2

20480

#[]

Figure 5-73 checking the size of the new disk
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19.Enter the command alt_disk_mksysb to restore your mksysb onto the new disk. This step
can take 20-30 minutes. See Figure 5-74.

# alt_disk_mksysb -c /dev/wty® -d hdisk2 -m fstage/example.mksysb
Restoring fimage.data from mksysb image.

Checking disk sizes.

Creating cloned rootwg volume group and associated logical volumes.

Warning: The original logical wolume name fslv@® has been changed
to fslvBBa on the alternate disk. This change was necessary to avoid
logical volume naming conflicts.

Creating logical wvolume alt_hd5.

Creating logical volume alt_hdé.

Creating logical wvolume alt_hdB8.

Creating logical wvolume alt_hdé&.

Creating logical wvolume alt_hdZ.

Creating logical wvolume alt_hd%var.

Creating logical wolume alt_hd3.

Creating logical wvolume alt_hdl.

Creating logical volume alt_hdl@opt.

Creating logical wvolume alt_hdlladmin.

Creating logical wvolume alt_lg_dumplwv.

Creating logical wvolume alt_livedump.

Creating logical wvolume alt_fslv@@a.

Creating Sfalt_inst/ file system.

Creating /falt_inst/admin file system.

Creating falt_inst/home file system.

Creating /falt_inst/opt file system.

Creating falt_inst/stage file system.

Creating falt_inst/tmp file system.

Creating falt_instfusr file system.

Creating falt_inst/var file system.

Creating /falt_inst/var/adm/ras/livedump file system.
Eestoring mksysh image to alternate diskis).

Figure 5-74 Running alt_disk_mksysb

When the restore completes without errors, the bootlist is automatically set to point to
the restored root volume. See Figure 5-75.

Changing logical volume names in volume group descriptor area.
Fixing LV control blocks...

forced unmount of falt_inst/var/adm/ras/livedump
forced unmount of falt_inst/var/adm/ras/livedump
forced unmount of falt_inst/var

forced unmount of falt_inst/var

forced unmount of falt_inst/usr

forced unmount of falt_inst/usr

forced unmount of falt_inst/tmp

forced unmount of falt_inst/tmp

forced unmount of falt_inst/stage

forced unmount of falt_inst/stage

forced unmount of falt_inst/opt

forced unmount of falt_inst/fopt

forced unmount of falt_inst/home

forced unmount of falt_inst/home

forced unmount of falt_inst/admin

forced unmount of falt_inst/admin

forced unmount of falt_inst

forced unmount of falt_inst

Fixing file system superblocks...

Boﬁtlist iz set to the boot disk: hdiskZ blw=hdb
#

Figure 5-75 Bootlist automatically set to point to the restored root volume
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20.Boot from the new boot volume with the restored mksysb:
a. Return to the GUI and click Open console as shown in Figure 5-76.

_ VM actions a

05 shutdown

Immediate shutdown

Restart

Open console

Capture and export

Delete

Figure 5-76 Open console

b. Reboot your Power Virtual Server instance. This can take some time as devices must
be re-created in the restored environment. You notice at least one reboot during this
process. If the console closes while you are waiting, open it again. See Figure 5-77.

Welcome to AIX Version 7.2!

Please see the README file in /usr/lpp/bos for information pertinent to
this release of the AIX Operating System.

Last unsuccessful login: Fri Aug 20 23:28:35 CDT 2021 on ssh from 37.0.8.72
Last login: Fri Aug 20 23:40:12 CDT 2021 on /dev/vty0®

# shutdown -Fr

SHUTDOWN PROGRAM

Fri Aug 20 23:40:57 CDT 2021

Running /etc/rc.d/rc2.d/Ksshd stop

0513-044 The sshd Subsystem was requested to stop.
Running /etc/rc.d/rc2.d/Kwpars stop

Figure 5-77 Reboot Power Virtual Server instance
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c. After approximately 20—30 minutes, the system start is complete. Set the terminal type
to vt100 and press Enter. See Figure 5-78.

Set Terminal Type
he terminal is not properly initialized. Please enter a terminal type
hnd press Enter. Some terminal types are not supported in
on-English languages.

ibm3101 tviol2 vt330 aixterm
ibm3151 tvio20 vt340 dtterm
ibm3161 tvio25s wyse30 xterm
ibm3162 tvios50 wyse50 Lft
ibm3163 vs1l00 wyseb0

ibm3164 vt100 wysel0O0

ibmpc wyse350

Messages
Undefined terminal type. Please try again.

If the next screen is unreadable, press Break (Ctrl-c)
to return to this screen.
>> Choice []: .

Figure 5-78 Setting terminal type

d. Inthe next screen, which is not shown, choose the option for Tasks Complete — Exit to
Login.

e. Then login as root. See Figure 5-79.

AIX Version 7

Copyright IBM Corporation, 1982, 2015,
Console login: root

root's Password:

e sk b ok e ok ok ol ok ok ok ok ke ke e ok ol ol ok ok e e ol ok ol ok ok ol ke ok e ol ol ok ol ok ok ke e e ol ol ok ok ol ok ke ol ol ok ok ol ke ok e ol ol sl ol o e e e e ol ol ke ok ol ok ok ol ol ke ok ok ok ok R

Welcome to AIX Version 7.2!

Please see the README file in /usr/lpp/bos for information pertinent to
this release of the AIX Operating System.

e sk b ok e ok ok ol ok ok ok ok ke ke e ok ol ol ok ok e e ol ok ol ok ok ol ke ok e ol ol ok ol ok ok ke e e ol ol ok ok ol ok ke ol ol ok ok ol ke ok e ol ol sl ol o e e e e ol ol ke ok ol ok ok ol ol ke ok ok ok ok R

Last login: Wed Apr 7 15:17:03 CDT 2021 on /dev/pts/0 from 9.85.152.75

Figure 5-79 Logging on in the restored image
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5.5 Deploying Linux on a Power Virtual Server

You can use Power Virtual Server workspace to deploy a generic Linux virtual machine (VM).

You must obtain the subscription for Linux directly from the vendor. After you deploy your
Linux VM, you must log in to the VM and register it with the Linux vendor's satellite server. To
reach the Linux vendor satellite servers (where you can register and obtain packages and
fixes), you must attach a public network to your VM.

Linux-Client supplied subscription

When you are provisioning a VM, select Linux-Client supplied subscription for your
operating system (the OS file name for Linux-Client supplied subscription starts with
Linux-RHEL or Linux-SUSE). The Power Virtual Server workspace provides some Linux stock
images for SAP HANA and SAP NetWeaver applications. You can also provide your own
Linux OVA image and subscription.

Using SUSE Linux Enterprise Server within the Power Virtual Server

You can use Power Virtual Server to deploy a generic Linux virtual machine (VM). When you
are provisioning a VM, select Linux — Client supplied subscription for your operating system.
Power Virtual Server provides Linux stock images for SAP HANA and SAP NetWeaver
applications. You can also provide your own Linux OVA image and subscription. Power Virtual
Server supports SUSE Linux Enterprise Server stock images for non-SAP applications. The
following versions of SUSE Linux are supported:

» SUSE Linux Enterprise Server 12 - Minimum level: SP4 + Kernel 4.12.14-95.54.1.
» SUSE Linux Enterprise Server 15 - Minimum level: SP1 + kernel 4.12.14-197.45-default.

Using Red Hat Enterprise Linux within the Power Virtual Server

You can use the Power Virtual Server to deploy a generic Red Hat Enterprise Linux virtual
machine (VM). When you are provisioning a VM, select Linux — Client supplied subscription
for your operating system. The Power Virtual Server provides few Linux stock images for SAP
HANA and SAP NetWeaver applications. You can also provide your own Linux OVA image
and subscription. Power Virtual Server supports Red Hat Enterprise Linux stock images for
non-SAP applications as shown in Figure 5-80 on page 134. The following versions of Linux
are supported:

Red Hat Enterprise Linux 8.1.
Red Hat Enterprise Linux 8.2.
Red Hat Enterprise Linux 8.3.
Red Hat Enterprise Linux 8.4.
Red Hat Enterprise Linux 8.6.

vyvyvyyy
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¢: Boot image

Operating system

Linux e
Image
Select an image v

Linux-RHEL-SAP-8-2

Linux-RHEL-SAP-8-4

Linux-SUSE-SAP-15-3 \d reg
Linux-SUSE-SAP-15-2

CentOS-Stream-8

Linux-SUSE-SAP-12-4

Linux-RHEL-SAP-8-1

Linux-Cent0S-8-3

Continue N

Figure 5-80 Listing Linux clients

Full Linux subscription for Power Virtual Servers

You can also provide your own Linux OVA image and subscription. Power Virtual Server also
supports Red Hat Enterprise Linux and SUSE Linux Enterprise Server stock images for
non-SAP applications by using full Linux subscription.

Full Linux subscription provides Red Hat Enterprise Linux and SUSE Linux Enterprise Server
stock images that can be used for SAP and non-SAP applications.

Power Virtual Server provides three versions of stock images for each operating system (OS).
See Figure 5-81.

i ¢ Boot image g .
¢ Boot image g ¢ Boot image
Operating system Operating system
Operating system
Linux "7 Linux for SAP (HANA) v .
Linux for SAP (NetWeaver) v
Image Image
Image
Select an image N7 I .
Select an image v i
Select an image v
SLES15-SP4
SLES15-SP3-SAP
RHEL8-SP6 SLES15-SP3-SAP-NETWEAVER
SLES15-SP2-SAP
SLES15-SP3 SLES15-SP2-SAP-NETWEAVER
RHEL8-SP4-SAP
RHEL8-SP4 RHEL8-SP4-SAP-NETWEAVER

Figure 5-81 Listing full Linux subscription

You can also use the full Linux subscription feature to obtain OS interim fixes and updates for
Power servers that are hosted on the IBM satellite server within the IBM Cloud environment.
Extra charges apply if you use the activation keys in the IBM Cloud Satellite to receive the
interim fixes.
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Full Linux subscription is supported on the following OS versions:
» SUSE Linux Enterprise Server:

— SUSE Linux Enterprise Server 15 SP2 (SAP only).
— SUSE Linux Enterprise Server 15 SP3 (General and SAP).
— SUSE Linux Enterprise Server 15 SP4 (General).

» Red Hat Enterprise Linux:

— Red Hat Enterprise Linux 8.4 (General and SAP).
— Red Hat Enterprise Linux 8.6 (General).

5.5.1 Deploying a Linux virtual machine

Complete the fields in the Virtual servers section. If you select more than one instance, you
are presented with additional options.

1. In the Virtual server instances page, click Create instance. See Figure 5-82.

PowerVS Server Guide /

Virtual server instances Leammore [

Name 1Ps Operating system Cores Memory Status

Figure 5-82 Creating an instance

2. Enter a name for the instance and specify the number of instances you want to create.
See Figure 5-83.

€ General

Instance name

linux_inst

Number of instances

gl - +

A maximum of & instances can be provisioned at once.

[ Add to a server placement group (D)

[] Add to a shared processor pool (T)

VM pinning @)
None ~
S5H key
linux-ssh e
Continue L

Figure 5-83 Enter instance name and number of instances
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3. Select the boot image, completing the fields as instructed by your organization. When you
click Boot image in the Power Virtual Server user interface, you can select boot images
from a group of stock images or from the list of stock images in your catalog. You must
select a storage type for stock images as shown in Figure 5-84.

€ Boot image

Operating system

Linux v
Image

RHELB-5P& v
Tier

Tier 3 (3 IOPs / GB) ~

Storage pool

Auto-select pool [} Affinity

Volume is automatically created in a pool with Created in the same pool as an existing, specified,
sufficient capacity. Typically used during initial volume or VM. Used for cloning & snapshot.
setup.

Anti-affinity

Created in a pool different than that of an existing,
specified volume or VM. Used for HA and logical
mirroring.

Continue a

Figure 5-84 Selecting a boot image
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4. Select or specify values in the Machine type, Memory (GiB), Cores, and Core type fields
as shown in Figure 5-85.

€: Profile

Machine type

§922 v

Core type @
@ Shared uncapped

O Shared capped
O Dedicated

Cores @

0.5 = +

Due to limited capacity on 2922, the maximum
availability of cores is 13.75.

Memory (GiE)

4 - | +

Due to limited capacity on 922, the maximum
availability of memory is 939 GIiB.

Continue b

Figure 5-85 Configuring the IBM Power Virtual Server Profile

5. Create a new data volume or attach an existing one that you defined in your IBM Cloud
account. To create a new volume, from the Storage volumes page click Create volume as
shown in Figure 5-86.

€ Storage volumes

Existing volumes can only be attached after provisioning.

Q_ Search... Create volume +

Name Size Tier Shareable Number of volumes

No volumes attached

Existing volumes can only be attached after
provisioning. To create a new volume, click
Create volume.

Figure 5-86 Creating a new volume
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6. For the new storage to be added enter a name, choose if it is sharable, and define the size
and quantity as shown in Figure 5-87.

7. Click Create and attach.

Create volume

Create and attach new storage volumes; already existing
volumes can only be attached after the instance is
provisioned. Learn more about minimum requirements for
SAP workloads.

Name

data_1

size (1GB-2000G8)

10 -+

The size of a volume cannot be decraased once it has been created.
Due to limited capacity, the maximum availability is 2000 GB

Number of volumes

1 - +
Tier
Tier 3 (3 I0Ps / GB) R

Determined by boot image tier

Shareable

Qam or

@ Storage pool
All volumes created during VM provisioning are
created on the same pool as the boot volume.
Volumes can be created on different storage
pools after the VM is provisioned.

Cancel Create and attach

Figure 5-87 Creating a new volume

8. The disk to be created is shown in Figure 5-88. Click Create volume.

€ Storage volumes

Existing volumes can only be attached after provisioning.

Q,  Search... Create volume +

Name Size Tier Shareable Number of volumes
data_1 10 GB Tier 3 (3 IOPs [ GB) Off 1 ) 2
Continue +

Figure 5-88 Attacked storage volume
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9. Select Network Interfaces as shown in Figure 5-89.
10.Click Finish.

€ Network interfaces
At least one private or public network is required.

Public networks
A public network uses a public VLAN to connect to your WM. Learn
about the available firewall ports.

@

Private networks
Use private networks to connect to existing subnets or go to the subnet
tab to create a new subnet. Your progress here will be saved.

Attach existing

Q. Search

Name IP address IP range CIDR

sub-powervs-guide N/A 192.168.0.2 —192.168.0.254 192.168.0.0/24 o
Finish L

Figure 5-89 Listing selected network

11.To create the IBM Power Virtual Server accept the terms and conditions, then click Create
instance as shown in Figure 5-90.

Virtual Server Instance

provided

provided

Profile $0.13/hr
1

Storage volurr $0.02/hr

Network interface provided
Publi

Total estimated cost (@ $106.22/mo

I agree to the T

Create

Figure 5-90 Creating IBM Power Virtual Server
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In the resource list, the new Power Virtual Server instance is listed as shown in

Figure 5-91.

powervs-linux

Getting started
Objects

Buckets

Objects

Configuration

Access policies

Integrations  New! powervs-linux /

Endpoints Q

Service credentials O] object name

Connections

Usage details

Reminder: Objects are uploaded in multiple parts to optimize transfer performance. If an upload is interrupted before the transfer is
completed, then the parts of the incomplete object that were uploaded prior to the interruption will count towards billable storage. While
the console will alert users to incomplete multipart uploads, it is encouraged to routinely check for and clear out incomplete uploads.
using the REST API or an SDK. Learn more

Archived ©

size

Last modified

Details

Upload

Figure 5-91 IBM Power Virtual Server instance

12.Click the linux_inst Virtual server instance to view the details of the instance. See

Figure 5-92.

PowerVs Server Guide / Virtual server instances /

linux-inst

Server details

Name

linux-inst

o}
d9811713-7250-46d7-af26-356€77105c57

Date created
October 12, 2022, 11:03:21 AM

Attached volumes

Volume affinity setting @
Same storage pool

Q. search

[0 Name

[0 data_1

Machine type
$922

Boot image
RHEL8-SP6

VM pinning
None

10GB

Core type
Uncapped shared processor

size
0.5 cores | 4 GiB

Shareable

QB oft

O Active G

Shared processor pool
None

Placement group name
None

Software licenses.

Attach volume

Bootable

@ On

Qi off

]jl

Edit details &

Create volume ~ +

Detach

Detach 2

Figure 5-92 Server detail

13.Click VM actions to open a console as shown in Figure 5-93.

@ Active =

E | VMactions ~

0S shutdown

Immediate shutdown

Restart
Shared proc

None Open console

Placement & - capture and export

None

Software licenses

Figure 5-93 Virtual Server instance operation menu
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14.Verify that the console is displayed. See Figure 5-94.

ci-info: | ssh-rsa | dl:al:66:c2:00:c1:07:b3:4f:0d:6d:20:54:ac:79:2e:ch:09:5b:98
:70:b7:f7:6b:cf:e5:79:63:1F:9e:f2:9e | | adrianodealmeida |
+- RS
------------ R R S

122 ec2: HEHHHEEHERRHEHE R

122 ec2: BEGIN SSH HOST KEY FINGERPRINTS
122 ec2: END SSH HOST KEY FINGERPRINT -
122 ecC2: #HHHHHEHEH

SSH HOST KEY
SSH HOST KEY KEYS
Started RMC-Resource Monitioring and Control.
Reached target Multi-User System.
Starting Update UTMP about System Runlevel Changes. ..
Started Update UTMP about System Runlevel Changes.

Red Hat Enterprise Linux 8.6 (Ootpa)
Kernel 4.18.0-372.9.1.el8.ppc64le on an ppcbdle

Activate the web console with: systemctl enable --now cockpit.socket

linux-inst login:

Figure 5-94 Virtual Server console

5.6 Using PowerVC to migrate a Linux image to the Power
Virtual Server

You can use PowerVC to deploy a customized Linux operating system (OS) image within an
IBM Power Virtual Server.

The following steps describe an overview to deploy an instance by using a custom image:
1. Create the custom image.
2. Store the image in your IBM Cloud Object Storage account.

3. Point the Power Virtual Server console to the image in the IBM Cloud Object Storage and
deploy the Virtual Server instance.

5.6.1 Using PowerVC to capture and import an OVA image
If you deployed PowerVC in your on-premises environment, you can use it to capture any

supported LPAR and create an OVA image. After you create the OVA image, upload it to your
IBM Cloud Object Storage account and import it into the Power Virtual Server environment.

5.6.2 Creating an instance of IBM Cloud Object Storage in IBM Cloud

Use the following steps to create a bucket. Then create an instance of IBM Cloud Object
Storage in IBM Cloud.
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1. Create a bucket to store data in the COSPower Virtual Server instance. Enter the name of
the bucket with correct permissions as shown in Figure 5-95.

COS PowerVS @acive Addtags £

Custom bucket

Unigue bucket name

powervs-linux

o Bucket naming rules: x
= Must be unique across the whole IBM Cloud Object Storage system
= Do not use any personal information (any part of a name, address, financial or security accounts or SSN)
» Must start and end in alphanumeric characters (3 to 63)
» Characters allowed: lowercase, numbers and non-consecutive dots and hyphens

Resiliency

@\Q Cross Region Regional (] Single Site
& i 0

Highest availability Best performance Data sovereignty

Lacation @ View options [3

us-south v

Storage class (D View pricing [

Smart Tier New! Standard

. F ti kloads that high fi d
Smart Tier automatically gives you the lowest storage rate oractive workloads that require higher pertormance an

based on your monthly activity, low latency and where data needs to be accessed frequently.

Vault [ Cold Vault
For less active workloads that require infrequent data access For cold workloads where data is primarily archived
(accessed once a month or less). (accessed a few times a year).

Figure 5-95 Creating a bucket

After you create the bucket, the bucket is listed in the COS Power Virtual Server server
instance IBM Cloud Object Storage as shown in Figure 5-96.

COS PowerVS @acive Addtags 2
Getting started
Buckets

Buckets
Integrations  New!
Endpoints Q v 53
Service credentials

Name Public access (@ Location (©) Storage class
Connections
Usage details powervs-aix No us-south Vault
Plan

powervs-linux No us-south Vault

Figure 5-96 Listing buckets

2. For Service Credentials, use the same credentials that were created previously as
described in “Creating an instance of IBM Cloud Object Storage in IBM Cloud” on
page 108.

You can now start uploading any OVA file by using Aspera Connect which is a built in
feature.
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3. To upload the OVA image to IBM Cloud Object Storage, click Upload as shown in

Figure 5-97.

powervs-linux

Getting started .
Objects

Buckets

Configuration

using the REST API or an SDK. Learn more
Access policies

Integrations | New! powervs-linux /
Endpoints Q

Service credentials
[J object name Archived ©
Connections

Usage details

Transfers Details

Actions. v

Objects Reminder: Objects are uploaded in multiple parts to optimize transfer performance. If an upload is interrupted before the transfer is
completed, then the parts of the incomplete object that were uploaded prior to the interruption will count towards billable storage. While
the console will alert users to incomplete multipart uploads, it is encouraged to routinely check for and clear out incomplete uploads

N Upload

Size  Last modified

Figure 5-97 Uploading a file to a bucket

After you select files to upload, you see a page as shown in Figure 5-98.

4. Click Upload files to select a file from a local folder. Select a file and start the upload.

Select transfer type

(®) Aspera high-speed transfer

Aspera allows files(objects) and folder uploads. Aspera has no upload
size limit. Ideal large file sizes like video files, folders, or really large
quantities of files and folders.

Transfer preferences -~

Prefix for objects (optional)

(O standard transfer
Standard allows files(objects) uploads only, with a maximum upload
size limit of 200MB, Idealy for small uploads around 10-50MB like
html, images, and documents.

Set prefix to better organize and enable searching in the object list

Upload files (objects) and folders

® Files with duplicated names are replaced
& Exclude personal information such as name or address
* No special characters: /\":'?<>&*

Upload files Upload folders

Figure 5-98 Transfer file by way of Aspera

You can see the file transfer in the Ul as shown in Figure 5-99.

Transfers

Upload list

drop your IBM session this list will clear.

Upload group Total objects Status

SLES15_SPl.ova

1 2.0 GB/20.0 GB (10%)
Aspera transfer 1 objects -

Pause, resume or cancel active Aspera transfers and watch or cancel standard transfers. You can only see the transfers you have started during this browser session. If you log out or

Updated Actions

2021-08-21 6:52 PM I[1} X

Figure 5-99 Transfer file to bucket
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5. Verify that the file transferred successfully by viewing the contents of the bucket as shown
in Figure 5-100.

powervs-linux

Getting started

Objects
Buckets
Objects Reminder: Objects are uploaded in multiple parts to optimize transfer performance. If an upload is interrupted before the transfer is
completed, then the parts of the incomplete object that were uploaded prior to the interruption will count towards billable storage. While
Configuration the console will alert users to incomplete multipart uploads, it is encouraged to routinely check for and clear out incomplete uploads

using the REST API or an SDK. Learn more
Access policies

Integrations  New! powervs-linux /

Endpoints Q

Service credentials . . . .
[J object name Archived (& Size

Connections

Usage details [0 B sLes15_SPl.ova 20.0 GB

Figure 5-100 Check files in the bucket

6. Import the OVA file to your Power Virtual Server instance. Select Resource list —
Services — Power Virtual Server Server Guide — Select the Boot images tab as
shown in Figure 5-101.

PowerVs Server Guide /

Boot images eam more 7
npute
Name os size Tier Storage pool Status
RHEL8-SP6 RHEL 100 GB Tier 3 (3 10Ps / GB) Tier3-Flash-1 © Active o) W
AlX-example AIX 20GB Tier 3 (3 IOPs / GB) Tier3-Flash-2 © Active oy o]
7300-00-01 AIX 25GB Tier 3 (3 10Ps / GB) Tier3-Flash-1 © Active & w

Boot images

Figure 5-101 Selection Boot Images tab

7. Before you import the image, you need the following information:
— Storage type (Tier 1 or Tier 3).
— Region.
— Image filename.
— Bucket name.

— IBM Cloud Object Storage access key. Select Menu icon — Resource list —
Storage — Cloud Storage Object name — Service credentials — View
credentials. Copy the access_key_id.

— IBM Cloud Object Storage secret key. Select the Menu icon — Resource list —
Storage Cloud Storage Object name — Service credentials — View credentials.
Copy the secret_access_key.
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8. Click Import image.

9. In the Import boot image page, enter or select the information in the fields as shown in
Figure 5-102.

: >
Import boot image
@ Limited actions available during import Anti-affinity
Once requested, an image import must be Created in a pool different than that of an
completed before a VM capture, image existing, specified volume or VM. Used for HA
export, or additional image import can be and logical mirroring.
requested
Destination details Source details
Custom image name Specify the import location from Cloud Object Storage
(COS) below. Image import requires HMAC credentials
Linux-Image created as part of your COS service credential. Learn
more
Enter name to be displayed during VM provisioning
Region
Tier
us-south v
Tier 3 (3 I0Ps / GB) N
Image filename
storage pool. © SLES15_SPL.ova
Boot volumes created with this custom image will be placed in a
specific storage pool specified below. The storage pool cannot .ova, .ova.gz, .tar, .tar.gz, .tgz, .ova.tgz are supported
be changed after import.
Bucket name
Auto-select pool o powervs-linux
Volume is automatically created in a pool with E.g. bucket-namel[/optional/folder]
sufficient capacity. Typically used during initial
setup. HMAC access key
ac336b3b54c846aeb73cec6871cld2ab
Affinity
. HMAC secret access key
Created in the same pool as an existing,
specified, volume or VM. Used for cloning & 829fa24ae508b03643fa50a2c83cf9d5cc8971607d|
snapshot. ‘

Figure 5-102 Importing boot image

10.Verify that the boot image is listed after the file has been imported as shown in
Figure 5-103. After the image is imported, use the image to deploy a new Linux virtual
machine.

PowerVs Server Guide /
Boot images Leam more [3
o s N
Name o0s size Tier Storage pool Status
Virtual appliances LinucTmage stes 2068 Tier 3 (3 10Ps / GB) Tier3-Flash-2 © Active O
RHELS-5P6 RHEL 100 GB Tier 3 (3 10Ps / GB) Tier3-Flash-1 © Active & ow
AlX-example AIX 2068 Tier 3 (310Ps / GB) Tier3-Flash-2 © Active O
Boot images
Networking 7300-00-01 AIX 2568 Tier 3 (3 10Ps / GB) Tier3-Flash-1 © Active L ow

Figure 5-103 Listing boot images

11.0Open the Virtual server instance page.
12.Click Create instance.
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13.Enter the instance name and click Create instance.

14.in the General page, select the Image field to verify that the image is available in the list of
images and select the image. See Figure 5-104.

© General Edit &
Instance name linux_test

Mumber of instances 1

Server placement group None

Shared processor pool None

VM pinning None

SSH key linux-ssh

(: Boot image

Operating system

Linux w
Image
Linux-Image v
o Client supplied subscription Learn more x
A subscription must first be purchased and registered. Then, after deployment, register
with your Linux vendor.

Tier

Tier 3 (3 I0Ps [ GB) P-4

Determined by selected custom boot image

Storage pool

Tier3-Flash-2 k4

Continue b

Figure 5-104 Creating a new Linux virtual machine

15.Verify that the instance was created by viewing it in the Virtual server instances page as
shown in Figure 5-105.

PowerVS Server Guide /

Virtual server instances

Servers Server placement group

Q search (el Createinstance  +

Name 1Ps Operating system Cores Memory Status

linux_test 192.168.0.215 Linux 0.5 cores 4GB © Active

SsH

Figure 5-105 Listing Power Virtual Server instance
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Figure 5-106 shows the running, restored Linux OVA image.

= U F D0 Yo LE =
[ ] Started Update UTMP about System Runlevel Chang
cloud-init[2972]: Cloud-init v. 19.1 running 'modules:final' at Sat, 21 Aug 2021
23:22:55 +0000, Up 38.42 seconds.
cloud-init[2972]: Cloud-init v. 19.1 finished at Sat, 21 Aug 2021 23:22:55 +0000
. Datasource DataSourceConfigDrive [local,ver=2][source=/dev/sr@]. Up 38.54 sec
onds
cloud-init[2972]: 2021-08-21 23:22:55,570 - cc set hostname from dns.py[WARNING]
: No hostname found for IP address 192.168.0.130
Starting Hostname Service...

] Started Hostname Service.

] Started Execute cloud user/final scripts.

] Reached target Cloud-init target.

Welcome to SUSE Linux Enterprise Server 15 SP1 (ppc6d4le) - Kernel 4.12.14-195-d
efault (hvcO).

eth®: 192.168.0.130 fe80::f809:d4ff:fef9:3320
ethl: feB80::d041l:13ff:fe76:bb2e

linux-example login: I

Figure 5-106 Restored Linux OVA image

5.7 Migrating SAP workloads to IBM Cloud by using Power
Virtual Server

The IBM Cloud for SAP offerings are designed based on more than 50 years of IBM-SAP
expertise. The on-demand flexible compute options provide enterprise-grade availability for
various SAP applications and database servers provide supported SAP infrastructure options
for various SAP components including SAP NetWeaver implementations and SAP HANA
implementations.

The IBM and SAP multi-decade alliance is why IBM was selected as one of SAP’s strategic
infrastructure providers for hybrid cloud. Support for SAP's suite of products is available
through the highly scalable, open, and security-rich IBM Cloud.

5.7.1 IBM Power Virtual Server certified profiles for SAP HANA

IBM and SAP are collaborating to run SAP HANA-based applications on IBM Power Virtual
Servers.

Power Virtual Server is a Power enterprise infrastructure as a service (laaS) offering. Power
Virtual Servers are physically located with low-latency connectivity to the IBM Cloud
Infrastructure. This infrastructure design enables Power Virtual Servers to maintain key
enterprise software certification and support as its architecture is identical to a certified
on-premises infrastructure.

The IBM Power Virtual Server offering is ideal for many SAP HANA use case scenarios. You
can use your servers for mission-critical workloads, as your test environment, or for your
business continuity disaster recovery site. All SAP HANA-based products are supported on
Power Virtual Servers.
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Understanding IBM Power Virtual Server profile names

The IBM Power Virtual Server for SAP HANA have profile names that are contextual and
sequential. There are multiple families of profiles for SAP HANA, each associated with the
required Service Level Agreements (SLAS):

cnp1 Non-production development for testing or development use only. Is
not intended for production deployments. Is not supported or certified
by SAP for production

ush1 Small for OLAP/OLTP workloads that don't require as much CPU and
storage consumption

umh Ultra Memory HANA for OLTP that uses 1:240 as the cpu:memory
ratio

mh1 High Memory for OLAP that use 1:180 as the cpu:memory ratio

bh1 Balanced for OLAP that use 1:100 as the cpu:memory ratio

chi Compute Intensive for OLAP that use 1:50 as the cpu:memory ratio.

For more information, see IBM Power Virtual Server certified profiles for SAP HANA.

5.7.2 IBM Power Virtual Server certified profiles for SAP NetWeaver
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IBM Power Virtual Servers are available with fully adjustable CPU cores and memory. You
can specify a custom size when defining the Power Virtual Server to use for SAP NetWeaver,
in accordance with existing SAP NetWeaver or SAP AnyDB for IBM Power best practices and
guidance from SAP.

Therefore, no profile names are used to define running SAP NetWeaver or SAP AnyDB that
uses IBM Power Virtual Servers.

For SAP applications, the following virtual server configurations are supported. SAP
NetWeaver. Instance sizing is flexible, but it must follow the standard SAP sizing guidelines by
using SAPS benchmarks as shown in Table 5-1.

Table 5-1 SAP benchmarks

IBM Power type SAPS per CPU core SAPS per CPU thread (using SMT-8)
S922 5,570 696.25
E980 6,000 750
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Figure 5-107 shows the example of creating an SAP NetWeaver VSI.

Instance name
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O Shared capped
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Figure 5-107 SAP NetWeaver VSI
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Migrating IBM AIX or Linux VM to
off-premises Power Virtual
Servers

This chapter describes the factors that are involved when migrating IBM AIX or Linux
workloads from on premises to off premises. IBM Power Virtual Server on IBM Cloud.

This chapter contains the following topics:

» 6.1, “Architectural requirements” on page 152.
» 6.2, “Hypothetical case overview” on page 152.
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6.1 Architectural requirements

Before you design a plan, consider architectural requirements when migrating IBM AlX and
Linux on-premises workloads to an off-premises location. To understand a customer’s current
IBM AlX and Linux systems, see Discovery and inventory Questions.

6.2 Hypothetical case overview

In this example, a customer is moving ten IBM AIX and Linux virtual machines from data
centers LPZ01 and LPZ02 in La Paz, Bolivia to IBM Power Virtual Servers on IBM Cloud in
data centers SAOO1 and SAO04 in Sao Paulo, Brazil. During migration, the only change to
any of the VMs is an operating system upgrade from AIX version 7.2 to version 7.3. The ten
virtual machines are four production IBM AlIX and Linux VMs, one development VM, one
archive VM, and four disaster recovery VMs that are duplicated to SAO04. This IBM Cloud
environment includes storage, backups in IBM Cloud Object Storage (COS), internal
networking including firewalls and a jump server to manage access of the virtual machines.
Additionally, this example includes a third-party vendor, replication across different zones in
IBM Cloud. See Figure 6-1.

TBM Cloud

SA001 and SAO04

Figure 6-1 Migrating IBM AlX and Linux VMs from La Paz (on premises) to Sao Paulo (off premises)

Note: Bolivia and Brazil are in the same continent (South America) that is why this
hypothetical case describes both countries, La Paz is 3000 kilometers from Sao Paulo. For
more information about multizone regions, see Locations for resource deployment.

6.2.1 Scope

In this example, all ten IBM AIX and Linux virtual machines (VMs) are migrated from data

center LPZ01, a customer replication source, and LPZ02, a customer replication target. The
VMs are managed by the customer in La Paz, Bolivia and will be migrated to the IBM Cloud
data centers, SAOO1, the replication source, and SAO04, the replicated target, in Sao Paulo,
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Brazil. Development and archive VMs in the La Paz data centers are migrated to IBM Cloud
by using IBM Cloud Object Storage backup and then restored to the target VM in Power
Virtual Server on IBM Cloud. The IBM AIX and Linux production VMs currently running at
LPZ01 will be migrated by using IBM Cloud Object Storage backup and logical replication
method as shown in chapter 2.2, “Migrating an AlX image using Cloud Object Storage” on
page 30.

Note: Typically, you need a maintenance contract and an activation key of the logical
replication, installation, and configuration done by the third-party vendor solution.

After the migrated VMs are active, the data is restored to the target location and connectivity
from the La Paz data centers is established by using IBM Access Client Solution (ACS). After
validation of the migrated VMs, the customer’s applications are configured and started in the
environment. Each migrated VM is tested. IBM provides the technical information to the
customer, such as IP addresses, DNS names, and VM temporary name. The original VMs in
La Paz must remain unaffected by tests of the migrated VMs.

It is the customer’s responsibility to administer their applications and user IDs.

After migration, IBM runs the appropriate security scans for each IBM AlX or Linux
environment based on the customer’s security policy and provides the results to the customer
for evaluation.

Multiple teams are involved in the transition and steady state support of the environment,
including teams that support BM Cloud connect for Network, Cloud Object Storage, Power
Virtual Server, IBM AIX and Linux. Also, the customer’s application team and any third-party
vendor software teams that support logical replication are involved.

Image catalogs are created out of objects that are backed up by using optical devices. These
catalogs must be restored on the IBM Power Virtual Server instance by using some of the
migration strategies, using IBM Cloud Object Storage and NFS servers.

Infrastructure considerations

The technical infrastructure architecture and design includes deploying several zones in

IBM Cloud in Sao Paulo. In addition to the Power Virtual Servers zone named “ Power Colo”,
which is a contraction of Power colocation, a front-end zone is defined in which the jump
servers are deployed. Jump servers can be used to manage user access and for other
function such as a proxy for accessing the IBM Cloud Object Storage services. Those
services are hosted in an IBM Cloud Bare Metal Server. A cluster of firewalls is deployed in
the front-end zone within the SAOO01 site. In the SAO04 data center, a stand-alone firewall is
deployed.
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Functional requirements

The solution must satisfy functional and nonfunctional requirements in a way that best
balances competing concerns of stakeholders and must consider possible constraints.

Table 6-1 shows the functional requirements.

Table 6-1 Functional requirements

Requirement

Description

Management services for IBM AIX and Linux

Support for IBM AIX and Linux operating systems

Provide backup services

IBM Cloud Object Storage is used as backup
services.

Provide multi-site HA solution.

Multi-site infrastructure is provided in the two
sites in Sao Paulo.

Dual sites high availability

The use of any third-party vendor solution on
logical replication to establishing disaster
recovery between SAOO01 and SAO04.

Provide fault tolerant LAN infrastructure in
IBM Cloud

Provide Network connectivity for application and
servers.

Data replication between IBM Cloud and
customer data center

Use a logical replication solution for replicating
data for IBM AIX and Linux for replicating data for
the move of application

Provide traffic isolation and segmentation

Use jump servers and traffic filtering on
IBM Cloud

Provide WAN connectivity

Customer provides WAN circuit and the POP
network infrastructure. IBM provides the
termination endpoint in Sao Paulo.

Nonfunctional requirements

Nonfunctional requirements are provided in the following list:

» IBM Cloud portal access for IBM AIX and Linux virtual machines provisioning.

» Tools for alert monitoring and reporting on IBM AIX and Linux.

» Traffic bandwidth in IBM Cloud infrastructure cannot exceed 1 Gbps.

» Traffic bandwidth for replication is limited to 500 Mbps. Use internet for preserving

production traffic

v

Local network redundancy to be provided in primary IBM Cloud site (SAO01) including

firewall cluster in High Availability and dual ports connectivity.
» Jump servers are used for managing access to the Power Virtual Server VMs.

6.2.2 Architectural decisions
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Documenting architectural decisions can help to communicate the reasoning behind the
solution architecture. There is more than one conceivable arrangement choice to a given
architectural issue. Architectural decisions can include some of the following considerations:

» components and their connections
software version levels

>
» configuration of components based on infrastructure
>

types of nodes
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The choices can affect costs and the degree to which they fulfill different prerequisites and

can show how to meet the concerns of various stakeholders. Documenting the decisions
enables architects to formally archive the choices that they make and ensure that

stakeholders understand the reasoning behind the configuration.

The following list summarizes the reasons for documenting your architecture design process:

» Demonstrate and defend the reasoning behind the design choices

vYyy

Table 6-2, Table 6-3 on page 156, Table 6-4 on page 157, and Table 6-5 on page 158

Verify that the configuration fulfills both functional and nonfunctional prerequisites
Ensure that stakeholders are satisfied with the configuration
Avoid superfluous adjustments through the design process

describe examples of architectural decisions when migrating IBM AlX and Linux VMs to the
cloud while considering infrastructure, servers, and networking.

Accessing the Power Virtual Servers

Table 6-2 Infrastructure - front-end accounts

Architectural decision

Front-end accounts used for accessibility
and provision of some services.

Problem statement

Provide a way to access the target Power
Virtual Servers when VMs are moved from
customer’s data centers to the IBM Cloud
data centers in Sao Paulo

Assumptions

Customer provides the WAN connectivity
up to the network PoP Equinix' next to the
data center.

Motivation

Standard design for this type of solution

Alternatives

No alternatives

Decision

Deploy front-end account and services

Justifications

To access the Power Virtual Server, there
is a need for a front-end zone.

Some provied services are firewalls, a
relay environment to access the target
IBM AIX and Linux images, and a proxy for
IBM Cloud Object Storage access.

Implications

Deploy WAN access and replication
method for moving the existing data in the
target environment

Derived requirements

» Providing Firewall services for VPN
access and filtering of traffic

» Providing IBM Cloud Object Storage
services for Backup

» Providing WAN network connectivity
for customer’s users and application
connectivity

» Providing Bare Metal servers to host
relay applications and Proxy

"For further details about Equinix refer to Equinix America Data Centers.
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Note: Using Equinix you can get a direct link to IBM Cloud Classic and from IBM Cloud
Classic reach Power Virtual Server over Direct Link Connect. Alternatively, from Equinix,
you can get a cross connect to Megaport and connect to Power Virtual Server directly.

Important: Before you begin, determine the location connection to IBM Cloud by verifying
your colocation provider's or service provider's capabilities to reach the meet-me room
(MMR) and cross-connect into IBM Cloud. For more information, see Direct Link
Dedicated Hosting on Classic.

For example, on SAOO01, the location type is a data center and the MMR Operator is
Ascenty.

In this use case, to migrate IBM AlX and Linux VMs from Bolivia to Brazil, it is possible to
establish the connection from Bolivia to SAO01. For example, to do this you contract
directly with a carrier that has capacity and presence in any Ascenty data center. The
solution might be LAN-to-LAN plus Cross Connection Fiber Optic plus IBM Cloud Direct
Link of 1 Gbps or 10 Gbps.

For the LAN-to-LAN link, IBM needs to directly contract the carriers for the private
LAN-to-LAN circuits. To view the list of Ascenty data centers, see: Ascenty Data Centers.

For more information, see ODATA.

Defining dual-site infrastructure
Table 6-3 Infrastructure - Dual site

Architectural decision Dual-site infrastructure is required for
high availability purposes.

Problem statement During a major outage, users are able to
connect to backup site. Consider use of
DNS for servers translation.

Assumptions Two sites are used for the solution: one in
SAOO01 and the other one in SAO04,
which is in a different zone.

Motivation Infrastructure recovery during a major
outage

Alternatives No alternatives

Decision Deploy dual site solution in an IBM Cloud

Multi-Zone Region (Sao Paulo).

Justifications In case of primary site major outage, the
main goal is to restart part of the
application and services in the secondary
site.

Implications Deploy a secondary site in addition to the
Production environment.

Derived requirements » Providing WAN network connectivity
to secondary site for customer’s users
and application connectivity.

» Duplicate part of the primary
infrastructure in backup site.
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Defining a migration method
Table 6-4 Migration strategy and backup

Architectural decision

IBM Cloud Object Storage backup will be used for
migrating IBM AIX and Linux VMs to SAO01 and
SAO04.

Problem statement

Back-up and data replication between the client
data center and IBM Cloud target infrastructure.
There is no automated tape library or virtual tape
system available to perform a save or restore,
which is a traditional migration method for IBM
AlX and Linux operating systems.

Assumptions

The use of IBM Cloud Object Storage for the
migration is one of the available methods for
moving workload to IBM Power Virtual Server in
IBM Cloud.

Motivation

The use of IBM Cloud Object Storage to move
IBM AIX and Linux workloads to SAO01 and
SAO04.

Alternatives

» The use of IBM Cloud Object Storage for
migration

» The use of master data management (MDM)
device for the migration

» Transferring IBM AlX and Linux image OVA
file to IBM Cloud Storage using IBM Power
Virtualization Center

Decision

In this case IBM Cloud Object Storage will be
used.

Justifications

MDM has been excluded due to the delay for
taking backups of data on 1 Gbps interface.
Customer does not have a virtualization by
PowerVC.

Implications

Network connectivity will include VPN WAN
connectivity and proxy in a front-end account.

Derived requirements

Deploy proxy in front-end zones and VPN
access from client on IBM Cloud.

Create buckets on IBM Cloud Object Storage for
the data migration. Additional storage is needed
for the IBM Cloud Object Storage backup for the
source IBM AIX and Linux VMs.
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Defining connectivity
Table 6-5 Networking - IBM Cloud Direct Link Dedicated on Classic

Architectural decision WAN direct-link connectivity to be redundant:
one primary and one secondary link.

Problem statement WAN access connectivity to be recovered during
a primary link outage.

Assumptions Furnishing WAN is customer’s responsibility. IBM
Cloud provides dual circuit connectivity on
separate physical devices.

Motivation Maintain connectivity with customer’s corporate
network
Alternatives Doubling the WAN connectivity: a redundant

connectivity in SAOO01 and a redundant
connectivity in SAO04

Decision Provide redundant connectivity in SAO01 and
use the IBM Cloud backbone for Inter-site
communications.

Justifications The provided service level is consistent, and
there is the option to connect the IBM Cloud site
by using VPN.

Implications Sao Paulo site to site connectivity to be deployed

Derived requirements Deploy GRE and direct-link connectivity for

Front-End zones communications.

IBM Cloud Direct Link Dedicated is a single-tenant product as shown in Table 6-5. It offers a
dedicated port for anyone with strict compliance policies. You can create a fiber
cross-connection through a network service provider (NSP) in an IBM Cloud network Point of
Presence (PoP). Through your selected NSP, you can define end-to-end connectivity to
access your cloud infrastructure in the local IBM Cloud data center. The NSP provides
last-mile links directly between a router on your network and an IBM Cloud router. As with all
Direct Link products, you can add global routing that enables private network traffic to all IBM
Cloud locations. For more information, see IBM Cloud Direct Link provides fast, secure
and reliable performance for hybrid workloads.

Note: IBM Cloud Direct Link is available in these offerings:

IBM Cloud Direct Link on Classic:

» Direct Link Connect on Classic.

Direct Link Dedicated on Classic.

Direct Link Exchange on Classic.

Direct Link Dedicate Hosting on Classic.

vyvyy

IBM Direct Link 2.0:

» Direct Link Connect.
» Direct Link Dedicated.

To know which Direct Link solution to order, see Getting started with IBM Cloud Direct
Link on Classic and Getting started with IBM Cloud Direct Link (2.0).
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Important: The tables show decisions as examples, which can vary based on the
scenario, third-party vendor applications, in-house applications, region, networking, and so

on. These examples can be used as guidelines. A certified architect for IBM AlX and Linux
creates decisions regarding the actual scenario.

6.2.3 Architectural diagram

Figure 6-2 shows a detailed overview for IBM Cloud in Sao Paulo delineating the physical
division of different zones.

These zones are isolated from each other by configured firewalls on separate physical
switches. The infrastructure is a dual site infrastructure:

1. SAOO01 is where the IBM AlX and Linux production runs in two subzones:

— The first subzone is named Client Front End Account and contains the jump servers

and services such as IBM Cloud firewalls and proxy. The two zones communicate by
the internal IBM Cloud network backbone.

The second subzone named Power Colo is where the IBM Power Virtual Server
resides.

2. SAQO04 is for disaster recovery if there is an SAO01 outage.
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Figure 6-2 Sample - Architectural diagram of IBM AlX and Linux on IBM Power Virtual Server
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Note: The architecture design phase can include additional documentation and strategies:

» The system context diagramthat provides the networking environment and the IBM AlIX
and Linux VMs and servers and also, identifies the interfaces between entities

» An operational model to describe, at a high level of abstraction, how the components of
the application are organized and connected; where they will be located and hosted;
and what business requirements the application will resolve

» The backup and recovery strategy including consideration that the backups can be
saved in IBM Cloud Object Storage if backups are less than 2 TB

» The strategy on how the IBM AIX and Linux data are replicated across zones in IBM
Cloud, using PowerHA for IBM AlX and Linux

For more information about architectural decisions, see Architectural Thinking.

160 IBM Power Systems Virtual Server Guide for IBM AIX and Linux


https://www.ibm.com/training/badge/57083536-31a8-456f-a812-49997d300fe1

Global Replication Services
solution using Power Virtual
Server

This appendix describes how to build a replication solution using Power Virtual Server
including use cases and examples that you can apply in your deployments.

This appendix contains the following sections:

“Solution overview” on page 162.

“DR location sites” on page 165.

“Disaster recovery workflow” on page 166.
“Failover and failback” on page 177.
“Billing and charging” on page 181.
“Troubleshooting” on page 182.
“References” on page 183.
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A.1 Solution overview

IBM Power clients run mission-critical workloads. To ensure business continuity during
uncertain conditions, you need a secure, highly available solution, which can aid in disaster
recovery (DR). Planning such an environment is complex and might require large capital
expenditures to configure CPU needs, capacity, and advanced network and storage

requirements.

IBM Power Virtual Server cloud provides a Global Replication Services solution that provides
the replication capability to your workloads by maintaining the benchmarks for Recovery Point
Objective (RPO) and Recovery Time Objective (RTO) as shown in Figure A-1.

Cost

tolerated?

Recovery Point
Objective (RPO)

How much data loss can be

Disaster Event

Recovery Time
Objective (RTO)
How fast do we need to

recover?

Time Before Event

Time After Event

Figure A-1 Recovery time graphics

Global Replication Services (GRS) uses IBM Storwize® Global Mirror with Change Volumes
(GMCV) asynchronous replication. A Power Virtual Server GRS solution provides access to
IBM Cloud API and CLI to create and manage replication-enabled volumes.

Global Replication Services on Power Virtual Server include the following benefits:

— At the remote site, maintain a consistent and recoverable copy of the data, which is

created with minimal impact to applications at your local site

— Efficiently synchronize the local and remote sites with support for failover and failback
modes, helping to reduce the time that is required to switch back to the local site after a
planned or unplanned outage

— Replicate more data in less time to remote locations

— Maintain redundant data centers in distant locations for rapid recovery from disasters

— Eliminate costly dedicated networks for replication and avoid bandwidth upgrades
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At the time of writing, GRS is enabled in data centers DAL12 and WDCO06. See Figure A-2.
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]

PowerVS A
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(Disaster Recovery)

]
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Figure A-2 Data centers diagram

This appendix describes the use of the GRS API and CLI to build the DR.

A.2 Setup for Global Replication Services

The data centers for IBM Power Virtual Server are configured to have all the required
replication capabilities as shown in Figure A-3.
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Figure A-3 IBM Cloud solution diagram

Supported tier 1 and tier 3 storage controllers are preconfigured to use replication by using
GMCV. GRS provides the replication at the storage level by using GMCV asynchronous
replication. When using GMCYV, the initial synchronization copies the entire data from master
to auxiliary. After the initial synchronization, only the delta changes are synchronized with the
periodic interval of 500 seconds, which means the maximum RPO will be 1000 seconds,
which is approximately 16—17 minutes.
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On every replicated volumes creation, 4 volumes are created across 2 sites as shown in
Figure A-4:

1. Primary volume on sitet.

2. Primary change volume on site1 to store the delta changes.
3. Auxiliary volume on site2.
4

. Auxiliary change volume on site2 to update the delta changes.

DAL12-5T1 WDC06-5T1
Tier1-Flashi Tier1-Flashi
_———— -...I £—————
CAmvert ]
| |
I Replication i I

lobal Mirror
Chg VO| Partnership AuxChg vol

Figure A-4 Volume diagram, remote consistency group

GMCYV uses a remote copy consistency group to ensure that the data that is spread across
multiple volumes are consistent while rhe data is copied to remote sites. Also, it helps to
switch the replication direction during the time of planned and unplanned outages. GRS API
and CLI can be used to create and manage replicated volumes and consistency groups.

IBM Power System Virtual Server has DAL12 and WDCO06 data centers enabled to use
GRS APIs. If you are using DAL12 as a primary site, then auxiliary volumes are created on
WDCO06. And if you are using WDCO6 as a primary site, then auxiliary volumes are created on
DAL12. The site where volumes are created or enabled for replication is the primary site.

After you have the volumes replicated at both primary and secondary, you can use “Disaster
recovery workflow” on page 166 to start the standby VM by using the replicated volumes.
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DR location sites

Identify the replication-enabled sites, by using the Power Virtual Server dr1 CLI command:

ibmcToud pi drl --all-regions --json

Figure A-5 shows that dal12 and wdc06 are active replication sites.

21:04 $ ibmcloud pi drl --all-regions --json
{
"disasterRecoverylLocations": [

{
"location": "dali2",
"replicationSites": [
{
"isActive": true,
"location": "wdc@6"

"location": "wdc@é",
"replicationSites": [
{

"isActive": true,
"location": "dali2"

Figure A-56 CLI ibmcloud drl list example

Create a Power Virtual Service instance on each replication enabled site. After you create the
service instances, you can list the instances to find the Cloud Resource Names (CRNs) by
using the ibmcloud pi service-list command.
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Disaster recovery workflow

As an example, consider an AIX VM running an Oracle database application workload on the
primary site, DAL12 data center. Configure GMCV to back up the data volumes in case you
need to recover the Oracle database. Refer to Figure A-6.
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Figure A-6 Disaster Recovery (DR) data center configuration

Figure A-7 shows the steps to enable the replication for your application workload that is
running on the primary site and make it ready to trigger failover and failback.

Steps on primary site

VM is ready for
failover/failback

Create/Enable the
volume replication:

It will create replicated
volumes on both the sites.

Provision Standby VM
and attach aux
volumes

Create Volume Group

This will create the replicated
consistency group in the
storage backend

Onboard Auxiliary
volumes
Now aux volumes and

volume groups will be visible
to site2

Update Volume
Group

Add the replication enabled
volumes to volume group

Switch to secondary
site

Figure A-7 DR recovery workflow diagram
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Creating and enabling volume replication

The first step for replicating VM volumes is to select or create volumes to replicate. You can
either create new replication-enabled volumes, or you can select existing volumes to enable
replication. When replication is enabled on the volume, an auxiliary mirror on the remote
storage controllers is defined, and the replication relationship is defined.

Figure A-8 shows an AIX VM with volumes (vol1, vol2, and vol3), and after enabling
replication, it creates aux_vol1, aux_vol2 and aux_vol3 on the auxiliary storage. These
volumes are not visible and are managed by the service broker workspace.

IBM Cloud

A WDC06

Service Broker

-

&

PowerVC™

PowerVC™

1

1

1

1

1

1

1

1

1

1

1

1

:

' TBMITA
1 X
' VM
: (Active
1

1

1

1

1

1

1

1

1

1

1

1

1

1

Primary <«Ceographic Secondary

Distance

Figure A-8 Replicated volume creation diagram

Creating a replication enabled volume

A new option, replication-Enabled, has been added for creating a replication-enabled
volume as shown in Figure A-9:

ibmcloud pi volc volume name --size 1 --replication-enabled —type <tier level>

15:08 $ ibmcloud pi volc testVoll --size 1 --type tierl --json --replication-enabled
{

"bootable": false,

"creationDate": "2022-11-22T09:40:50.610Z2",

"diskType": "tierli",

"lastUpdateDate": "0001-01-01T00:00:00.000Z",

"name": "testVoll",

"pvmInstanceIDs": [1],

"replicationEnabled": true,

"shareable": false,

"size": 1,

"state": "creating",

"volumeID": "afd@7003-abla-45ca-97d1-4910272306d",
"volumePool": "Tierl-Flash-3",

"volumeType": "Tierl-Flash-3-DR"

Figure A-9 Command to create a replication-enabled volume
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Converting existing volumes to replication enabled volumes

You can convert existing volumes to replication enabled provided the volume pool supports
replication capability as shown in Figure A-10:

ibmcloud pi vola <volume_name> --replication-enabled=true

15:24 $ ibmcloud pi vola testVol2 —--replication-enabled
Performing action on volume testVol2 under account Power IaaS Lite - Staging

0K
Action on Volume ID testVol2 successful.

Figure A-10 Ibmcloud CLlI list replicated volumes

Viewing replication properties of the volume

Use the command ibmcloud pi vol testVoll --json to retrieve the volume details. If the
replicationEnabled field is true, then replication is enabled on the volume. See Figure A-11.

15:28 $ ibmcloud pi vol testVoll --json
{
"auxVolumeName": "aux_volume-testVoll-afdB70883-ablal2leéés"”,
"auxiliary": false,
"bootable": false,
"creationDate": "2022-11-22T09:40:50.000Z",
"diskType": "tieril"®,
"lastUpdateDate": "2822-11-22T09:408:56.0008Z",
"masterVolumeName": "volume-testVoll-afdB7e83-afla",
"mirroringState": "consistent_copying",
name 3
primaryRole": "master"
“pvmInstanceIDs": [],
"replicationEnabled": true,
"replicationStatus": "enabled",
"replicationType": "global",
"shareable": false,
"gize": 1,
"state": "available",
"yvolumeID": "afd®78083-abdla-45ca-97d1-4T918272306d",
"yolumePool": "Tierl-Flash-3",
"yvolumeType": "Tierl-Flash-3-DR",
"wwn": "60050768108081F7Do0R00BOORBLBLBI"

Figure A-11 Listing properties of a volume

The properties of the volume include the following
masterVolumeName

The name of the master volume.
auxVolumeName

Name of the auxiliary volume
auxiliary

if status is true, then the volume is an auxiliary volume. If the value is false, then the
volume is the master volume.

primaryRole

Specifies how the volume is being used.
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replicationStatus
If the field is enabled, then the volume is enabled for replication and is active.
mirroringState

Specifies the state of the replication relationship. If the value is consistent_copying, then
the two sites are in sync.

Creating and updating the volume group

Create a volume group and add the replication-enabled volumes to the volume group. This
creates a remote replication consistency group for both the primary and the remote auxiliary
storage. This process stores the consistent copy for the volumes. When the volume group is
created, it assigns the primary role as master. See Figure A-12. When replication-enabled
volumes are created on th Primary site, the corresponding auxiliary volumes are created on
the Secondary site.
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Figure A-12 Create and update a volume group
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Creating a volume group

Figure A-13 shows that the CLI can be used to create a volume group and add
replication-enabled volumes. You can add only replication-enabled volumes to a volume

group.

13:53 $ ibmcloud pi vgc --volume-group—-name testVolGrp —--member-volume-ids
afde7003-abla-45ca-97d1-419108272306d,7a9flcab-acec-4578-ab5c-5e45f893a4a2 —-—json
{

"jd": "5bbe734a-7ecé6-4fPa-a34e-8bd45fc189ca",
"name": "testVolGrp",
"status": "available"

Figure A-13 Ibmcloud create volume group from CLI

The member-volume-ids parameter is a space-separated list of volume IDs to add to the
volume group. All volume IDs must belong to the same storage pool. Otherwise, the
command fails. At least one volume is mandatory to create a volume group. A volume can
only be part of a single volume group at a time.

Volume group properties
You can view the basic properties of a volume group by using the ibmcloud pi vg command
as shown in Figure A-14.

16:36 $ ibmcloud pi vg bbbe734a-7ec6-4f@a-a34e-8bd45fc189ca ——-long —--json
{

"consistencyGroupName": "rccg-5bbe-189ca",

"jd": "5bbe734a-7ec6-4fBa-a34e-8bd4a5fc189ca’,

"name": "testVolGrp",

"replicationStatus": "enabled",

"status": "available",

"statusDescription": {
"errors": []

I

"volumeIDs": [
"7a9flcab-acec-4578-ab6bc-5e45f893a4a2",
"afd@7003-abla-45ca-97d1-4f9108272306d"

Figure A-14 List of volume group properties

The output of the ibmcloud pi vg <volume-group-id> --long --json command includes the
status of the following properties:

consistencyGroupName

The name of the replication consistency group which is created at the storage level. This
field is the same for a replication consistency group across the two sites.

volumelDs

Lists the volume IDs in the volume group.
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statusDescription
Populated if there are any failures while adding the volumes to the volume group.
status

The current state of the volume group. Status available means it is active. Possible values
are available, error, updating, and creating.

replicationStatus
The replication state of the volume group.

When a volume is part of a replication volume group. The output of the command includes the
group_id and consistencyGroupName fields in the volume group details.

Getting volume group storage details

To retrieve the properties of the volume group storage details using the vgsd parameter, use
the following command:

ibmcloud pi vgsd <volume_group name> --json

The output of the command to retrieve volume storage details includes the current
consistency group information from the storage back end. See Figure A-15.

14:085 $ ibmcloud pi vgsd 5Sbbe734a-7ecé-4f@a-a34e-8bd45fcl89ca --json
{

"consistencyGroupName": "rccg-5bbe-18%9ca",
"cyclePeriodSeconds": 5080,

"cyclingMode": "multi",

"numOfvols": 2,

"primaryRole": "master",

"remoteCopyRelationshipNames":
"rcrel4",
"rcrelé"
1,
"replicationType": "global",
"state": "consistent_copying"

Figure A-15 Ibmcloud get volume storage details json formatted

cyclePeriodSeconds

Duration in seconds between the start of a remote copy
remoteCopyRelationshipNames

Remote copy relationships that belong to the consistency group
state

The current status of a consistency group, which includes the following possible states:

— consistent_copying

— inconsistent_copying

— inconsistent_stopped

— idling

— idling_disconnected

— inconsistent_disconnected
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Retrieving volume group relationship details

To list more detailed information of the remote copy relationships of the volume group use the
following command:

ibmcToud pi vgrcr <volume_group_name> --json

The output of the command is listed in Figure A-16.

00:15 $ ibmcloud pi vgrcr 5bbe734a-7ec6-4f@a-a34e-8bd45fcl89ca ——json
{
"id": "5Sbbe734a-7ecé6-4TPa-a34e—-8bd45fcl89ca”,
"remoteCopyRelationships": [
{
"auxChangedVolumeName": "chg_aux_volume-testVol2-7a9flcabé—-acecl210664",
"auxVolumeName": "aux_volume-testVol2-7a9flcabé-acecl210664",
"consistencyGroupName": "rccg-5bbe-189ca",
"copyType": "global",
"cyclingMode": "multi",
"freezeTime": "2022-12-02T18:34:18.000Z",
"masterChangedVolumeName": "chg_volume-testVol2-7a9flcaé6—acec",
"masterVolumeName": "volume-testVol2-7a9flcaé-acec",
"name": "rcrel4",
"primaryRole": "master",
"progress": 100,
"remoteCopyID": "36",
"state": "consistent_copying"

"auxChangedVolumeName": "chg_aux_volume-testVoll-afd@7003-a61al1210664",
"auxVolumeName": "aux_volume-testVoll-afd@7003-a61al210664",
"consistencyGroupName": "rccg-5bbe-189ca",

"copyType": "global",

"cyclingMode": "multi",

"freezeTime": "2022-12-02T18:34:18.000Z",
"masterChangedVolumeName": "chg_volume-testVoll-afd@7003-aéla",
"masterVolumeName": "volume-testVoll-afdo97003-aéla",

"name": "rcrelé",

"primaryRole": "master",

"progress": 100,

"remoteCopyID": "70",

"state": "consistent_copying"

Figure A-16 Get volume relationship details

The output of the ibmcloud pi vgrer includes the following properties:
remoteCopyrelationships

Shows the relationship details for each replicated volume which are part of volume group.
freezeTime

Indicates the time in the format yy-mm-ddThh:mm:time_zone. when the last sync
happened. This parameter is used to monitor the RPO.

progress
The current percentage of how much of the data has been copied. A value of 100 means
the two sites are in sync.

After the volume group is created, if its current state is consistent_copying, then the volume
data is copied to the secondary site.
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Switching to the secondary site (WDCO06)

To move to the secondary site use the st parameter to set the service target. In this example,
the secondary site is wdc06. The following command entered on one line sets the service
target to the secondary site:

ibmcloud pi st crn:vl:bluemix:public:power-iaas:wdc06:a/
2bb3df23c0d14ebe921397bd8aa2555a:56ee5081-f4cf-4d19-8bd6-4fdaa60c9999: :

Onboarding auxiliary volumes

Although auxiliary volumes are in the backend storage of the secondary site, these volumes
are not managed by the current Power Virtual Server workspace. Configure the auxiliary
volume, so it can be managed and accessed by the cloud user. The onboard operation
requires a source CRN that is used to verify if the remote user has required permissions to
access and onboard the auxiliary volumes. Permissions are based on the owner of the paired
primary volumes. If the user does not have valid permissions, then the onboard operation fails
with an authentication error. Refer to Figure A-17.
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Figure A-17 Onboard auxiliary volumes

As part of the onboard auxiliary volume operation, the required volume IDs are created to
manage the existing auxiliary volumes. If the auxiliary volumes are part of the consistency
group, the onboard operation also creates the volume group IDs to manage the existing
consistency group.
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Onboarding the auxiliary volumes with the CLI

The following command creates an onboarding job testOnboarding to onboard two auxiliary
volumes for source-crn (refer to Figure A-18):

ibmcToud pi voloc --source-crn crn:vl: bluemix:public:power-iaas:dall0:
2bb3df23c0d14ebe921397bd8aa2555a:56ee5081-f4cf-4d19-8bd6-4fdaab0c8888: :
--description testOnboarding --auxiliary-volume
"aux_volume-testVol1l-afd07003-a61a1210664 recoveryVoll" --auxiliary-volume "
aux_volume-testVol2-7a9flcab-acecl1210664 recoveryVol2"

Creating volume onboarding under account Power IaaS Lite

ID fd501768-4100-4127-b2b6-af9c0T099186
Description testOnboarding

Figure A-18 Ibmcloud onboard volume

Checking onboard progress

The onboard operation returns the onboarding UUID, which can be used to check the status
of the onboarding operation. The onboarding operation is an asynchronous operation. The
time to complete the onboarding depends upon the number of volumes.

Use the command ibmcloud pi velog <onboarding_ID> to view the status of the onboarding
process. See Figure A-19.

12:49 $ ibmcloud pi volo fd5@1768-4100-4127-b2b6-af9cOfe99186 ——jso
{
"description": "testOnboarding",
"jid": "fd501768-4100-4127-b2b6—-af9c0f099186",
"inputVolumes": [
"aux_volume-testVoll-afde7003-a61al210664",
"aux_volume-testVol2-7a9flcabé—acecl210664"
1,
"status": "SUCCESS",

"creationTimestamp": "2022-11-24T06:39:47.000Z",
"progress": 109,
"results": {
"onboardedVolumes": [
"aux_volume-testVol2-7a9flcab—acecl210664",
"aux_volume-testVoll-afdo7003-a61al210664"

1,
"yvolumeOnboardingFailures": []

Figure A-19 Ibmcloud check onboard status

The status field lists whether the onboarding process completed successfully. If the
onboarding completes successfully, the resultsfield lists the onboarded auxiliary volumes.

After completion of the onboard operation, you can view the auxiliary volumes by using the
volume list, or you can retrieve the volume details by using the volume name. Volume IDs and
group ID for the master and auxiliary volume pair are different on the primary and the
secondary sites. However, you can view other fields such as masterVolumeName,
auxVolumeName, and consistencyGroupName.
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Figure A-20 and Figure A-21 shows the volume and the volume group details that are created

after the onboard operation.

06:47 $ ibmcloud pi vol 928b667f-5c7a-4001-bas3-fe9a3aebd2b? —-—json

{
"auxVolumeName": "aux_volume-testVol2-7a9flcab—acecl210664",
"auxiliary": true,
"bootable": false,
"consistencyGroupName": "rccg-5bbe-189ca",
"creationDate": "2022-11-24T06:40:22.000Z2",
"diskType": "tieril",
"groupID": "96e037e3-%efd-4d6d-90cf-dlfécc76d6c3”,
"lastUpdateDate": "2022-11-29T791:14:22.000Z2",
"masterVolumeName": "volume-testVol2-7a9flcaé—acec",
"mirroringState": "consistent_copying",
"name": "recoveryVol2",
"primaryRole": "master",
"pvmInstanceIDs": [1],
"replicationEnabled": true,
"replicationStatus": "disabled",
"replicationType": "global",
"shareable": false,
"gize": 1,
"state": "available",
"volumelID": "920bb667f-5c7a-4001-ba43-fe9a3aebbd2b9",
"volumePool": "Tierl-Flash-1",
"volumeType": "Tierl-Flash-1-DR",
"wwn": "60050764008102897000000000029E04"

Figure A-20 Ibmcloud list volume information

{
"consistencyGroupName": "rccg-5bbe-189ca",
"id": "96e@37e3-9efd-4d6d-90cf-d1ifécc76d6c3",
"name": "rccg-5bbe-189ca",
"replicationStatus": "enabled",
"status": "available",

"statusDescription": {
"errors": []

iy

"volumeIDs": [
"920b667f-5c7a-4001-bast3-fe9a3aeb02b9",
"bal47c20-578a-4ael-8a94-252bb6bbecd9chb"

Figure A-21 Ibmcloud list volume information json format
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Deploying the standby VM on the secondary site

After onboarding the auxiliary volumes and volume group on the secondary site, provision a
standby VM on the secondary site and attach the auxiliary volumes as shown in Figure A-22.
Keep the VM powered off and use it only if there is a disaster. The auxiliary volumes are
read/write protected. While a primary site is up, only a primary site can perform I/O on the
volumes. When the primary site is down, the consistency group is stopped by allowing read
permission, then read/write operations are allowed on only the auxiliary volumes.
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Figure A-22 Deploy machine on remote site

You can use the existing commands to provision and attach volumes. For more information,
see ibmcloud pi instance-create and ibmcloud pi volume-attach.
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A.3 Failover and failback

During a disaster such as a primary site failure or storage failure, you lose access to the
storage volumes, and these are marked with an ERROR. See Figure A-23. The replication
relationship is disconnected, and the consistency group status is consistent-disconnected.
The volume group primary role is no longer defined.
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Figure A-23 Failover and failback diagram

If a site is down, then no new replication operations are allowed. Access existing workloads
by powering on the standby VM and auxiliary replication volumes from the secondary site
after giving them read access.

Steps to take after a primary site failure

This section describes the three steps to take during disaster recovery:
1. Access auxiliary volumes on primary site failure

2. Failover or switch volume group role to secondary

3. Failback to primary site

Accessing auxiliary volumes after primary site failure

To allow read/write I/O on auxiliary volumes during a primary site failure, stop the volume
group with the command --allow-read-access as shown in Figure A-24

06:56 $ ibmcloud pi vgsp 96e0837e3-9efd-4d6d-90cf-dlfécc76d6c3 --allow-read-access=true
Performing stop action on volume group 96e037e3-9efd-4d6d-90cf-d1if6cc76d6c3 under account

0K
Stop request on volume group 96e037e3-9efd-4déd-90cf-difécc76d6c3 has been accepted.

Figure A-24 Ibmcloud CLI failover and failback
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After the volume group is stopped, the remote copy consistency group changes to a state of
idling, and the replication status is disabled. See Figure A-25

06:56 $ ibmcloud pi vgsd 96e837e3-9efd-4dé6d-90cf-difécc76dé6c3 ——json

"consistencyGroupName": "rccg-5bbe-189ca",
"cyclePeriodSeconds": 500,

"cyclingMode": "multi",

"numOfvols": 2,

"remoteCopyRelationshipNames": [
"rcrels",
"rcrel6"
1,
"replicationType": "global",
"state": "idling",
"sync": "out_of_sync"

Figure A-25 Viewing the state of the remote copy consistency group

Power on the standby VM and run the instructions to access your application configured on
the auxiliary volumes.

Performing a failover or switching the volume group role to auxiliary
When the primary site is recovered, you can restart the consistency group to restart the
replication. You can start the volume group to switch the role to auxiliary and to change the
replication direction from secondary to primary. This allows the auxiliary volume delta
changes to be copied to the master volumes to synchronize the volumes. See Figure A-26.
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Figure A-26 Failover diagram
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Figure A-27 shows the command that can be used to start the volume group and Figure A-28
shows the switched role to auxiliary.

07:03 $ ibmcloud pi vgst 96e037e3-9efd-4d6d-90cf-d1lfécc76d6c3 --source auxiliary
Performing start action on volume group 96e037e3-9efd-4déd-90cf-difbécc76d6c3 under account

0K
Start request on volume group 96e037e3-9efd-4d6d-90cf-d1ifécc76déc3 has been accepted.

Figure A-27 Starting the volume group

©7:04 $ ibmcloud pi vgsd 96e@37e3-9efd-4déd-98cf-d1ifécc76dé6c3 ——Jjson

"consistencyGroupName": "rccg-5bbe-189ca",
"cyclePeriodSeconds": 500,

"cyclingMode": "multi",

"numOfvols": 2,

"primaryRole": "aux",
"remoteCopyRelationshipNames™":
"rcrels",
"rcrelé"

1,
"replicationType": "global",
"state": "consistent_copying"

Figure A-28 Switching roles
Performing a failback to the primary site

To switch back the volume group to the primary site, use the same volume group start
command without the —source option. See Figure A-27.
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A.4 Disabling the replication

Disabling the replication deletes the auxiliary volume from the remote site. Before disabling
the replication, check that the replication is not associated with any group. Because there are
two sites, follow the procedure for disabling the replication.

Removing the volumes from the volume group on the primary site

If the volume is a part of any volume group, then remove the volume from its associated
volume group as demonstrated by the following example command:

ibmcToud pi vgu 5bbe734a-7ec6-4f0a-a34e-8bd45fcl89ca --remove-member-volume-ids
afd07003-a6la-45ca-97d1-4f910272306d

See Figure A-29.

00:16 $ ibmcloud pi vgu 5bbe734a-7ecé-4f@a-a34e—8bd45fcl89ca
—-remove-member-volume-ids afd@7003-aé6la-45ca-97d1-4f910272306d
Updating volume group 5bbe734a-7ecé6-4T@a—a34e-8bd45fc189ca under account

OK
Volume group Sbbe734a-7ecb-4f0a-a34e-8bd45fcl8%ca update request was accepted.

Figure A-29 Removing a volume from a volume group on the primary site

Disabling the replication of a volume

180

When you disable the volume replication, this removes the replication relationship and
deletes the auxiliary volume. Use the following command as an example to disable the
volume replication:

ibmcloud pi vola afd07003-a6la-45ca-97d1-4f910272306d —replication_enabled=False

$ ibmcloud pi vola afde7@@03-aéla-45ca-97d1-4f910272306d --replication-enabled=False
Performing action on volume afd@7003-abla-45ca-97d1-41910272306d under account Power

oK
Action on Volume ID afd@70@83-aéla-45ca-97d1-4f910272306d successful.

Figure A-30 Disabling the replication of a volume
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Disabling replication is an asynchronous process. View the volume details to verify that
volume replication is disabled as shown in Figure A-31.

$ ibmcloud pi vol afde7@83-abla-45ca-97d1-479108272306d —--json
{

"bootable": false,

"creationDate": "2022-11-22T09:40:50.000Z",
"diskType": "tieri®,

"lastUpdateDate": "2822-12-82T19:43:08.000Z",
"name": "testVoll",

"pvmInstanceIDs": [],
"replicationEnabled":false

"shareable": false,

"size": 1,

"state": "available",

"volumeID": "afd@78@83-ab6la-45ca-97d1-4f910272306d",
"volumePool": "Tieri-Flash-3",

"wolumeType": "Tierl-Flash-3",

"wwn": "60050768108081F7D006RBROBBRA4LBLBY"

Figure A-31 Check replication disable

Removing the volumes from a volume group on a secondary site
Update the volume group of the secondary site to remove the volumes from it:

ibmcToud pi vgu 96e037e3-9effd-4d6d-90cf-d1f6cc76d6c3 --remove-member-volume-ids
bal47c¢20-578a-4ael-8a94-252b6bbcd9ch

If the volume group is empty, then you can delete the volume group:

ibmcToud pi vgd 96e037e3-9efd-4d6d-90cf-d1lf6cc76d6c3

Delete the auxiliary volume from secondary site

Finally delete the auxiliary volume reference from the secondary site with the following
command:

ibmcToud pi vold afd07003-a6la-45ca-97d1-41910272306d
If the auxiliary volume is not deleted from the secondary site, then this volume moves to an

error state because these volumes no longer exist in the storage back end. The error is
triggered by an out-of-band periodic verification over an interval of 24 hours.

Billing and charging

You are charged from the location where you create a replication-enabled volume. There are
no charges for the auxiliary volume from the remote site.
The cost of a volume is based on the following factors:

— The master volume is charged 2x its size based on its Tier under the existing part
numbers for Tier 1 and Tier 3.

— Replication capability cost is charged per GB under a new part number
GLOBAL_REPLICATION_STORAGE_GIGABYTE_HOURS that is independent of
volume tier.
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Upon a site failure due to a catastrophe, metering is not available from the failed site. The
auxiliary volumes are charged from remote site for its 2x size based on its tier. There is no
replication capability cost for any replication-enabled volume.

Troubleshooting

This section provides some problem determinations procedures.

Starting a volume group in any site

You can start and stop a volume group from any site. But it is a best practice to use the
primary site for all the volume operations and perform operations on the auxiliary volume on
the secondary site only during failover.

Volume group replication status is not in sync across two sites

Examine the storage details of the volume group to check the actual replication status of the
volume group, not the volume group details.

The start and stop operation on the volume group updates the replication status of the volume

group on the site from where the start and the stop operations are performed, but it does not
update the replication status of the corresponding volume group on the other site.

Determining whether an update on the volumegroup fails
Updates on the volume group are asynchronous operations. List the volume group details to

verify the results. If there is any error during the update operation, then the
statusDescription(errors) field provides the error details from the last failed operation.

The update on a volume group is not working as its status is in error state
You can perform a reset operation on the volume group. This action does not change the

replication status but sets its status to available so that updates can be performed on the
volume group.

This action does not clear the errors field from the volume group. The next successful update
operation resets this field.

Determining which volume is defined as primary for a volume group

Retrieve the storage-details of a volume group and check the primaryRole field. A master
value indicates that master volumes are playing the primary role.

Onboarding new or existing volumes in a volume group

You can create one or more onboarding operations with the required volume list. The
onboarding operation onboards new volumes with an existing volume group.
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Adding more volumes to a volume group after the onboarding operation

Add volumes to the volume group on the primary site and then onboard the volumes on the
secondary site.

Deleting a volume from one site but not from the other site

The replicated volume that is managed on its corresponding remote site moves to an error

state in an interval of 24 hours. Any operation on this replicated volume fails except a delete
operation.

Delete the volumes from the primary site. Otherwise, master volumes are charged when you
delete the auxiliary volume but fail to delete the master volume.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about the topic in this
document. Note that some publications referenced in this list might be available in softcopy
only.

» IBM Power Systems Virtual Server Guide for IBM i, SG24-8513
You can search for, view, download or order these documents and other Redbooks,
Redpapers, Web Docs, draft and additional materials, at the following website:

ibm.com/redbooks

Online resources

These websites are also relevant as further information sources:
» Global Replication Service Solution Using IBM Power Virtual Server

https://www.ibm.com/cloud/blog/a-global-replication-service-solution-using-ibm-
power-virtual-server

» IBM Support portal
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» Power Virtual Server getting started
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» Power Virtual Server network architecture diagrams

https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-network-architecture-dia
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Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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